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ABSTRACT
The widespread use of Large Language Model (LLM)-based con-
versational agents (CAs), especially in high-stakes domains, raises
many privacy concerns. Building ethical LLM-based CAs that re-
spect user privacy requires an in-depth understanding of the pri-
vacy risks that concern users the most. However, existing research,
primarily model-centered, does not provide insight into users’ per-
spectives. To bridge this gap, we analyzed sensitive disclosures in
real-world ChatGPT conversations and conducted semi-structured
interviews with 19 LLM-based CA users. We found that users are
constantly faced with trade-offs between privacy, utility, and con-
venience when using LLM-based CAs. However, users’ erroneous
mental models and the dark patterns in system design limited their
awareness and comprehension of the privacy risks. Additionally,
the human-like interactions encouraged more sensitive disclosures,
which complicated users’ ability to navigate the trade-offs. We dis-
cuss practical design guidelines and the needs for paradigm shifts
to protect the privacy of LLM-based CA users.

CCS CONCEPTS
• Security and privacy→Human and societal aspects of secu-
rity and privacy; • Computing methodologies→ Discourse,
dialogue and pragmatics; • Human-centered computing →
Human computer interaction (HCI).
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1 INTRODUCTION
LLM-based conversational agents (CAs), such as ChatGPT, are in-
creasingly being incorporated into high-stakes application domains
including healthcare [18, 40], finance [16, 17, 66], and personal
counseling [21, 38]. To access this functionality, users must often
disclose their private medical records, payslips, or personal trauma
(e.g., Figure 1), not only to the organizations that host the LLMs
themselves but also to third-parties that build applications on top
of the LLMs. These disclosures, in turn, can expose users to a whole
suite of emerging privacy and security risks [8, 9, 58, 71].

There are two main types of privacy risks from LLM-based CAs.
The first type includes traditional security and privacy risks, such as
data breaches and the use or sale of personal data [39]. Most popular
LLM-based CAs operate on the cloud due to computing power con-
straints and content moderation requirements. However, users lose
control over their chat logs once they leave their devices, making
them vulnerable to security and privacy risks. The second type is
more unique and inherent to LLMs — i.e., memorization risks. Prior
research has shown that LLMs memorize details in the training data
and can leak this training data in response to specific prompting
techniques [8, 9, 75]. As current LLM-based CAs (e.g., ChatGPT,
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Figure 1: A fictional example of sensitive disclosure to ChatGPT inspired by real-world use cases: A user shared their doctor’s
email and ICD-10-CM diagnosis results with ChatGPT upon its request. And then ChatGPT interpreted the codes, indicating
the user had multiple diseases. Three issues are demonstrated in the example: 1. disclosed PII (name) and non-identifiable but
sensitive information (diagnosis results); 2. disclosed other person’s information (doctor’s information); 3. ChatGPT actively
requested for detailed information from the user which encouraged user’s disclosure behavior.

Bard) use user data to train their models periodically, there is a risk
that sensitive information in one user’s input may be memorized
by the model and leaked in response to others’ prompts. Although
language models have also been used in traditional CAs (e.g., Alexa,
Siri), they have a more constrained use scenario (e.g., turning on
lights, domain-specific Q&A) [62]. Conversely, the open-ended,
human-like nature of LLM-based CAs provides more opportunities
for users to disclose personal information, potentially increasing
the scale and intensity of both types of risks compared to the older
paradigms of CAs.

Prior research has primarily studied LLM-related privacy issues
from amodel-centered perspective, focusing on measuring [8, 9, 41]
and mitigating [13, 30, 47] technical privacy risks during the model
training and inference phases. While model-centered mitigations
are important, building ethical and privacy-preserving LLM-based
CAs also requires a more human-centered investigation of user dis-
closure behaviors and risk perceptions. LLM-based CAs are unique
and powerful tools, and while the benefits of disclosing personal
data to these CAs is often concrete to users — in that the CA can
help them more directly with a task — the risks are more abstract
and difficult to reason about. This asymmetry can lead to users di-
vulging information that can increasingly expose them to both types
of privacy risks over time, perhaps unwittingly. An understand-
ing of how users navigate disclosure decisions with LLM-based
CAs, how privacy concerns factor into those decisions, and how
equipped people are to express their privacy preferences without
regulatory intervention is essential if we are to build ethical and
privacy-respecting LLM-based CAs.

To bridge this gap, this work aims to complement prior work by
examining how users navigate the disclosure risks and benefits in

the everyday use of LLM-based CAs.We are interested in examining
the following research questions:

RQ1 What sensitive disclosure behaviors emerge in the real-
world use of LLM-based CAs?

RQ2 Why do users have sensitive disclosure behaviors, and
when and why do users refrain from using LLM-based CAs
because of privacy concerns?

RQ3 To what extent are users aware of, motivated, and
equipped to protect their privacy when using LLM-based
CAs?

We conducted two complementary studies to answer these re-
search questions. To answer RQ1, we qualitatively examined a sam-
ple of real-world ChatGPT chat histories from the ShareGPT52K
dataset1 (200 sessions containing 10380 messages). This provided
us with a broad overview of end-user disclosure behaviors in their
use of LLM-based CAs. We found that users disclosed various types
of personally identifiable information (PII) in these conversations,
including not only their own data but also that of other people,
implicating interdependent privacy issues. We created a multidi-
mensional typology of observed ChatGPT disclosure scenarios and
identified emergent privacy concerns. For example, users’ conver-
sations with ChatGPT sometimes follow a similar flow to conversa-
tions between real people, with some users gradually revealingmore
and more sensitive information at ChatGPT’s request, suggesting
potential risks of LLMs actively influencing disclosure behaviors.

To answer RQ2 and RQ3, we conducted semi-structured inter-
views with ChatGPT users (N=19), in which we directly asked users
about their disclosure behaviors, how they navigate the disclosure

1https://huggingface.co/datasets/RyokoAI/ShareGPT52K
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risks and benefits, and their mental models of how ChatGPT han-
dles their data. For RQ2, we found that participants’ disclosure
intentions were primarily affected by the perceived capability of
the AI. Many participants had a pessimistic attitude about both
accomplishing their primary objective and protecting privacy, be-
lieving that “You can’t have it both ways” (P9, P19). However, we
also found almost every participant took ad-hoc privacy-protective
measures featuring different levels of convenience and utility cost.
This suggests that users are conscious of privacy while interacting
with LLMs-based CAs and engage in efforts to protect their pri-
vacy when possible while contending with perceived tradeoffs of
both convenience and utility. For RQ3, we identified varied mental
models of the response generation and service improvement pro-
cesses, some of which were indicative of misunderstandings of how
LLMs work that impacted participants’ ability to reason about pri-
vacy risks. Additionally, most participants did not know they could
opt out of having ChatGPT use their data for model training. We
also show how ChatGPT’s opt out interface includes dark patterns
which may discourage its use by unnecessarily linking privacy and
utility loss.

Although many participants felt they had to pay the price of
privacy to get benefits from ChatGPT and considered the trade-
off a “fair game” (P15), the erroneous mental models we observed
and the difficulty of exercising privacy controls due to dark pat-
terns suggest the game is far from fair. Our work is the first to
take a human-centered approach to LLM privacy, and our find-
ings suggest that it is important to explore the design space of
user-facing privacy-preserving techniques to improve users’ aware-
ness, perceived control, and actual control over privacy when using
LLM-based systems. We propose potential directions that could
improve the privacy design of LLM-based systems as an initial step
toward addressing this significant yet nascent research problem.
We note, however, that there are many challenging problems that
cannot be easily addressed by design interventions alone, such as
fixing flawedmental models. Our findings on dark patterns and how
many users harbor fundamental misunderstandings about LLM-
based CAs could help regulators understand how to craft policies
that would require these platforms to provide appropriate privacy
controls and avoid dark patterns. There are also structural prob-
lems, such as the influence of human-like interactions on users’
disclosures and the interdependent privacy issues, that still lack
clear solutions, requiring paradigmatic changes in technology, law,
and society.

2 BACKGROUND AND RELATEDWORK
2.1 Emerging Privacy Challenges in LLM-based

CAs
In addition to traditional privacy risks such as data breaches and
the use or sale of personal data [39], here we detail two distinctive
privacy challenges inherent to LLM-based CAs: (i) memorization
risks and (ii) the human-like interactions that can nudge users to
disclose more information.

2.1.1 Memorization and Extraction Risks in (Large) Language Mod-
els. LLM-based CAs are conversational agents built primarily on
top of large language models (LLMs). To optimize conversational

performance, LLMs inherently require vast amounts of data for their
training, often encompassing user interaction data [56]. However,
a side effect of this data-centric nature of LLMs is the unintentional
memorization of portions of the training data, which also contain
user input data, including personally identifiable information [7, 58],
which might also be included in the generated output. For example,
ChatGPT, even with safety precautions, can inadvertently disclose
Personal Identifiable Information (PII) through specifical crafted
prompts [41].

2.1.2 Overreliance and More Disclosure with Human-like CAs.
Users engagewith LLM-based CAs through natural language, which
is traditionally reserved for human-to-human communication. This
can lead them to perceive these agents as human-like. Studies sug-
gested that anthropomorphizing can increase users’ trust in CAs
andmore user information disclosure [29, 37]. Anthropomorphizing
can inflate users’ perceptions of the CA’s competencies, fostering
undue confidence, trust, or expectations in these agents [37, 49, 80].
With more trust, users might be more inclined to share private
information, even in contexts typically associated with sensitive
personal information [37, 49, 68, 80]. Anthropomorphization may
amplify the risks of users yielding effective control by trusting CAs
unquestioningly. Moreover, more private information may be re-
vealed when CAs leverage psychological effects, such as nudging
or framing [71]. In this work, we provide the first set of empiri-
cal evidence supporting the speculation that the human-like text-
generation capability of LLMs induces more sensitive disclosure
behaviors in certain contexts.

2.2 Existing Privacy-Preserving Methods
Related to LLMs

Existingwork have studied privacy-preserving techniques for LLMs,
particularly for the memorization issue, from a model-centered
perspective. For the model training phase, both data sanitization
techniques, removing private data from training data [33, 45], and
differentially private training methods [42, 73] are used to preserve
privacy. After the model has been trained, post hoc methodologies
such as knowledge unlearning [30] have been proposed to mitigate
privacy risks in LLMs by discarding particular knowledge signified
by token sequences. Methods have also been proposed to mitigate
privacy risks at the inference phase, including PII detection and
differentially-private decoding [47].

There are fewer papers on user-facing privacy-preserving tech-
niques for LLM-based applications. Kim et al. [36] designed ProPILE,
a tool for probing privacy leakage in LLMs, to enhance user aware-
ness of privacy issues associated with LLMs. Despite the signifi-
cance of the privacy concerns and needs of users, there is a dearth
of comprehensive insight into this subject. Even tools like ProPILE,
designed to increase user awareness of privacy issues related to
LLMs, did not include the user perspective, such as need-finding
research or user evaluation.We seek to bridge this gap by proposing
directions for designing privacy-preserving tools that benefit the
end-users of LLM-based applications.

2.3 Privacy Research on Online Disclosure
We also review prior research about online disclosures to contextu-
alize our work focused on LLM-based CAs. This body of literature
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includes studies about social media platforms like Facebook [14, 70]
and Twitter [43], and search engines like Google [22]. Prior work
found that factors such as perceived benefits, perceived costs, so-
cial influence, and trust in the platform affect how people navigate
disclosure risks and benefits online [14, 22, 65, 70, 79]. Research
has indicated that people tend to use Google search to gather in-
formation about their potential romantic partners before meeting
them in person. This behavior is influenced by several factors, such
as trust, privacy concerns, and the desire for self-disclosure [22].
Wang et al. [70]’s research on Facebook found that emotional states
often drive users to share content which can later lead to regret due
to issues like misunderstandings from public disputes or revealed
secrets. Prior research has also utilized theoretical frameworks like
contextual integrity [52, 53] and social exchange theory [12] to
analyze online disclosure behaviors. For example, Grodzinsky and
Tavani [24] used contextual integrity to investigate whether non-
password-protected personal blogs align with “normatively private
contexts”.

The human-like, interactive communication style differentiates
LLM-based CAs from previous systems, potentially resulting in
broader and deeper disclosure. Given the difference, our study
focuses on understanding how users navigate disclosure risks and
benefits in the context of LLM-based CAs to contribute to the online
disclosure literature.

2.4 Users’ Mental Models on Machine Learning
and Privacy

The inherent opacity of machine learning (ML) systems often leads
users to form an oversimplified or inaccurate mental model [28,
35]. Interacting with LLMs with flawed mental models can result
in unsafe use, inappropriate trust levels, and other interaction-
based harms [54, 71]. To understand privacy issues regarding LLM-
based CAs from user perspectives, we not only aim to study users’
disclosure behaviors but also their mental models.

2.4.1 Mental Models in ML. Much of the current mental model
research in AI centers on optimizing human-AI teamwork [2, 4].
Some papers explore security and explainable AI, but they typi-
cally provide a broad overview without specific insights into user
behavior. For example, Rutjes et al. [60] and Liao and Vaughan
[44] argue it is important to learn user mental models for building
explainable and responsible AI. Bieringer et al. [6] uses drawing
exercises to study industrial practitioners’ mental models on ad-
versarial machine learning to learn about their perception on the
potential security challenges. Anderson et al. [1] found differences
in users’ mental models of reinforcement learning when prompted
with varying explanations, where the excessive explanations in-
creased cognitive load. Our research contributes the first in-depth
understanding of users’ mental models of LLM-based CAs from a
privacy perspective.

2.4.2 Mental Models in Privacy. Mental models have been widely
examined in usable privacy research to understand users’ privacy-
related perceptions. Examples include mental models of general pri-
vacy and security [3, 59], the internet [34], the Tor anonymity net-
work [19], the smart home [74], and cryptocurrency systems [46].
Users create cognitive maps of system components, their relations,

and potential privacy risks, which helps them to understand where
threats could emerge and how they could take effect. Research
shows that more technically advanced users have a different under-
standing of digital systems [19, 34]. These findings highlight the
importance of reasonable technical knowledge for informed user
decisions. In our work, we followed the method of studying mental
models in prior literature [34] to investigate users’ mental models
of LLM-based CAs.

3 DATASET ANALYSIS
We first analyzed a dataset containing real-world ChatGPT con-
versations to answer RQ1 regarding real-world ChatGPT users’
disclosure behaviors. In this section, we present the methodology
and the findings of the dataset analysis.

3.1 Methodology
3.1.1 The ShareGPT52K Dataset. We used the ShareGPT52K
dataset in our first analysis to examine real-world examples of
data sharing practices. This dataset contains 50,496 ChatGPT chat
histories shared by users of the ShareGPT Chrome extension from
December 2022 to March 2023. The conversations from this dataset,
each identified by a unique ID, includes both the users’ prompts
and ChatGPT’s responses. The dataset contains conversations that
disclose sensitive information (e.g., person’s names, personal ex-
periences), as the extension users may not expect the data will be
displayed on the website to the public. Notably, the ShareGPT
dataset has become a popular dataset to fine-tune other mod-
els [10, 20, 25, 31, 50, 76, 78] in academic research and open-source
community, while the risks of handling potentially sensitive per-
sonal information shared by users are not well discussed in the
literature.

Ethical considerations. Using this dataset may raise ethical con-
cerns. We believe our use of this dataset is justifiable for two rea-
sons. 1) The primary objective of our research is to comprehend the
privacy risks associated with the current disclosure behaviors of
ChatGPT users and to identify areas where users need more support
to manage these risks. This research is crucial to prevent incidents
like the ShareGPT data leak from recurring. 2) This dataset provides
a unique opportunity to closely examine users’ sensitive disclosure
behaviors. As users were unaware of being observed, they likely
exhibited less self-censorship in their shared content. This is akin
to the analysis of leaked password datasets in password security
literature [67]. To minimize the potential harm to individuals in-
cluded in this dataset, we avoided quoting any text verbatim from
the dataset and removed all PII.

3.1.2 Sampling methods. We used Microsoft Presidio2 to detect PII
in the ShareGPT52K dataset. This narrowed down our dataset to
30K conversations containing PII. We further split these 30K conver-
sations into two groups. One group consisted of 7K conversations
that contained, on average, more than one detected PII per turn
in the conversation. The second group consisted of 23K conversa-
tions that contained, on average, less than one detected PII per turn
in the conversation. As our goal was to analyze private-sensitive
disclosures, we oversampled responses from the first group. To
2Microsoft Presidio: https://microsoft.github.io/presidio/
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balance the need for a diverse array of cases with the practicality
of manual analysis, we randomly selected batches of conversation
threads from each group until no new themes emerged and we
reached saturation [26]. Hence, for our final dataset, we included
a total of 200 conversation threads, each with multiple conversa-
tion turns, to be qualitatively coded. The sample covered conver-
sations of various lengths, measured by turns of conversations
(𝑚𝑖𝑛 = 2,𝑚𝑎𝑥 = 572,𝑚𝑒𝑎𝑛 = 51.9, 𝑠𝑡𝑑 = 97.0).

3.1.3 Coding process. The qualitative analysis was guided by the
contextual integrity framework [52, 53]. According to the frame-
work, context-relative informational norms are characterized by
four key parameters: contexts, actors, data types, and transmission
principles. The transmission principles can be technically analyzed,
while the first three parameters depend on the real-world usage
of a system. The primary goal of this analysis is to gain insight
into the three parameters that characterize disclosure behaviors in
real-world ChatGPT conversations.

First, we analyzed who (actors) shared what sensitive informa-
tion (data types) with ChatGPT by re-labeling the detected PII at the
conversation level. To facilitate this task, we created a web-based
tool to present a conversation and highlight all the detected occur-
rences of each PII type. The coder can use this website to directly
label whether each detected PII type appears at least once in the
conversation, and label which individuals the detected PIIs were
about, with the following options: self (the user who conversed with
ChatGPT), others, both (self and others), and unknown. Two re-
searchers first coded 50 conversations independently and calculated
the inter-rater reliability. They then discussed the discrepancies in
their labeling results and created a set of coding criteria (Appen-
dix A). We noticed that the automated detection tool resulted in
many false positives and a few false negatives. For false positives,
the most common reasons were that the PII data type was misclas-
sified (e.g., a phone number labeled as a passport number), open
information about public figures (e.g., Taylor Swift), and made-up
examples (e.g., 123-456-7890 as a placeholder for phone number).
The two researchers then labeled another 50 conversations and
achieved high inter-rater reliability (Gwet’s AC1) for frequently de-
tected PII types including Person Name (0.89), Email Address (0.87),
URL (0.88), Date/Time (0.81), NRP (Nationality, Religious, or Political
Group) (0.81), IP Address (1), Location (0.86), Phone Number (0.93),
US Bank Number (1). Finally, one research coded another 100 con-
versations. This coding analysis surfaced 106 conversations out of
the 200 conversations that actually contained PII.

Next, we aimed to analyze the contexts parameter by creating a
typology of sensitive disclosure scenarios. Two researchers read
through the 106 conversations verified to contain PII and wrote
extensive summaries of the scenarios. The affinity diagramming
method was used to organize the different use scenarios based on
similar themes [5]. All conversations were put onto sticky notes.
After grouping all sticky notes, the researchers iteratively placed
labels on the created categories that described the general theme
of each group (Appendix B).

3.1.4 Methodological limitations. Our method has some limita-
tions. Firstly, the context of the conversations in the dataset is
sometimes unclear, which can lead to uncertainties. For example,
it can be challenging to discern whether a name mentioned by

a user is real or fictitious. Furthermore, users’ thought processes
when sharing data are not directly observable, which may limit
our understanding of their behaviors. Finally, our dataset has an
inherent sample bias: the type of user who was willing to share
their conversations with the ShareGPT Chrome extension may not
be representative of all LLM users. Despite these limitations, we
have strived to make conservative interpretations of the observed
behaviors in the dataset. Additionally, our interview study will pro-
vide complementary insights, and the two studies will collectively
provide a more comprehensive understanding of the phenomena
under investigation.

3.2 Findings
3.2.1 Data Types Disclosed in ChatGPT Conversations. In our sam-
ple, we identified both highly identifiable information such as Per-
son Name, Email Address, IP Address, Phone Number, and Passport
Number, as well as less directly identifiable personal information
including URL, Date/Time, NRP (Nationality, Religious, or Political
Group), and Location. We also found many disclosures of sensitive
personal experiences that do not directly include typical PII. Even
the more abstract PII types listed above can be used to identify a
person given a specific context. For example, a user appeared to
be an elementary school teacher and asked ChatGPT to generate
a teaching plan. The user disclosed information such as the grade
they were teaching, as well as the name and the district of the
school where they teach. These two pieces of information, along
with the topic area of the teaching plan, might be sufficient to iden-
tify the specific person or at least significantly narrow down who
it might be. Furthermore, we found that the PII users shared during
these conversations may not always have been necessary for the
primary task. For example, users asked ChatGPT to help fix issues
in some code snippets. Two phone numbers were found in the code,
possibly for testing, which were not needed for the task.

3.2.2 Actors: Relationship Between the Data Subject and the User.
Beyond sharing their own PII, we found examples of users disclos-
ing other people’s PII in their conversations with ChatGPT. This
finding suggests that in ChatGPT and other LLM-Based CAs, there
are not only institutional privacy issues but also interdependent
privacy issues. The disclosure of other individuals’ data was com-
mon when users used ChatGPT to handle tasks that involved other
people (e.g., friends, colleagues, clients) in both personal and work-
related scenarios. For example, a user shared email conversations
regarding complaints about their living conditions and asked Chat-
GPT about further steps to resolve and go forward with the matter.
The conversation included email communication between the user
and a staff member responsible for handling the issue. It contained
both individuals’ email addresses, names, and phone numbers.

3.2.3 Contexts: A Typology of Disclosure Scenarios. We developed a
multidimensional typology to characterize the disclosure scenarios
of ChatGPT. The typology consists of four dimensions: Context,
Topic, Purpose, and Prompt strategy.

Context includes three categories: Work-Related, Academic-
Related, and Life-Related. Context can affect the data-sharing norms.
For example, a company may not allow its employees to share work-
related data with ChatGPT.
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Topic includes eight categories: Business, Assignment, Program-
ming, Financial, Legal, Medical, Life, and Entertainment (see Ta-
ble 1). Some topics are inherently more sensitive, such as the Finan-
cial and Medical topics [15, 57, 77], which naturally lend themselves
to users’ sharing information like their transaction histories and
medical diagnoses, respectively.

Purpose is the reason users are using ChatGPT, and includes Gen-
erating Content, Generating Plans/Advice, Answering Questions,
Data Analysis, and Casual Chat. Conversations in the Data Analy-
sis category were particularly prone to sensitive disclosures: many
users directly copied and pasted a data table and asked ChatGPT to
derive insights from it.

Prompt strategy captures tactical approaches users used to inter-
act with ChatGPT to achieve their goals, including Direct Command,
Interactively Defining the Task, Role-Playing, and Jail-Breaking.
Interactively Defining the Task refers to scenarios where users en-
gage in multi-round interactions with ChatGPT. In these scenarios,
users gave ChatGPT instructions and adjusted their instructions
based on ChatGPT’s response. This interactive process led users to
gradually reveal more information as the conversation progressed;
sometimes, this progressive disclosure was driven by ChatGPT. For
example, a user set up ChatGPT to act as a therapist. The user con-
versed with ChatGPT about their experiences and sought advice
through multiple rounds of conversation. As ChatGPT was giving
advice, the user would respond with more specific details, similar
to the flow of a conversation between real people.

3.2.4 Users’ Concerns and Protective Behaviors in the Conversations.
We found that, in some conversations, users explicitly mentioned
having privacy concerns and employed prompt strategies as protec-
tive behaviors. Several users expressed concern— in their prompts —
that others would find out that they had used AI for the task at hand.
For instance, one user who was writing a book provided ChatGPT
with a list of content-generation tasks. The user explicitly wrote
in the prompt like “do something for me so that no one will find out
this book was written by AI.”. We also observed users implementing
privacy-protective behaviors in their original prompts. For exam-
ple, a user asked ChatGPT to help analyze patient messages, and
replaced all the names in the messages with “[PERSONALNAME]”.

4 INTERVIEWMETHODOLOGY
Analyzing the ShareGPT52k dataset allowed us to model in-situ dis-
closure behaviors (RQ1). Next, to understand when and why users
have sensitive disclosure behaviors (RQ2) as well as how users per-
ceive and handle privacy risks (RQ3), we conducted semi-structured
interviews with 19 users of LLM-based CAs (18 ChatGPT users, 1
Bing chat user). The study design was approved by our IRB, and
we conducted the interviews remotely between July and August,
2023. To refine interview script and recruitment strategy, we con-
ducted pilot studies with users from the authors’ social networks,
encompassing both technical and non-technical backgrounds. After
each pilot interview, the researchers reviewed and reflected on the
process, took notes, and made adjustments to the interview script.

4.1 Participants
We recruited our participants from Prolific3 and the authors’ social
network. To ensure that we had a diverse sample and that we only
invited participants with relevant experience to participate in the
interview, we used a pre-screening survey that asked about their
ChatGPT use experiences, as well as their gender identity, age, and
whether they have a technical background. We learned from pilot
interviews that participants with limited experience using LLM-
based CAs had little to say in response to our questions, especially
with respect to privacy. Therefore, we mostly selected participants
who used ChatGPT or a related LLM-based CA at least once weekly.

We intentionally did not mention “privacy” in our recruiting
materials to avoid skewing our sample towards more privacy-
conscious participants. Specifically, in the pre-screening survey,
we did not directly ask them about what data they have shared with
ChatGPT; instead, we designed multiple-choice questions based on
the disclosure scenario typology developed from the dataset anal-
ysis (Section 3.2.3) to collect information indicative of their data
disclosure behaviors. We ended up recruiting 19 participants with
a wide range of use cases, age groups, and technical backgrounds
(Table 2). The interviews were concluded when the research team
stopped to learn new insights from new interviews, indicating that
data saturation was reached [26], thus ensuring a diverse and com-
prehensive range of insights. All 19 participants completed the main
study (around 60 to 90 minutes) and were compensated $30 USD
each.

4.2 Study Design
At the beginning of each interview, the interviewer briefed the
participants on study goals, procedures, and data protection mea-
sures. The interviewer then obtained the consent for recording (see
interview script in Appendix C).

Our interview protocol consisted of four parts. First, we inquired
into participants’ lived disclosure behaviors and privacy considera-
tions. Prior to the interview, we asked each participant to prepare
at least three conversations with ChatGPT or other LLM-based
CAs, redacting any information they did not want us to see. We
encouraged them to select conversations that involved information
they considered personal. During the interview, we first asked them
to walk us through these conversations. For each, we asked them
to explain their primary goals, as well as if and why they had any
concerns sharing personal data. For any concerns they mentioned,
we asked appropriate follow-up questions, such as if they had taken
any measures to address the concerns, if they encountered any
challenges, and if they refrained from using LLM-based CAs due to
the expressed privacy concerns.

Second, we aimed to understand our participants’ mental models
of how the LLM-based CAs use their input to generate responses
and improve services. We designed a mental model drawing activity,
as has been used in prior work [34]. Participants used the white-
board feature of Zoom or Google Slides to draw diagrams and also
verbally explained their understanding. We then debriefed them
on how the system actually works, using a reference diagram we
created. This diagram was based on the typical LLM inference and
training process, as well as specific information from privacy policy
3Prolific is a website for recruiting research study participants.

https://www.prolific.co
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Table 1: A Typology of Disclosure Scenarios – Topic

Topic Examples Potential Risks

Business Sharing business details like ideas, plans, or strategies can pose
privacy risks. This information could be confidential, or po-
tentially reveal sensitive data such as the user’s location or
company name.

Assignment Using ChatGPT for assignment could risk plagiarism accusa-
tions and inadvertently reveal user information, such as their
academic focus.

Programming These scenarios typically pose minimal privacy risks. However,
users sometimes incorporate personal details like phone num-
bers or emails in the shared code.

Financial Sharing financial details, including transaction histories, might
increase the risk of fraudulent activity.

Legal Possible privacy risks could involve parties like attorneys,
clients, or the legal case. Sharing confidential information with
ChatGPT could have serious implications if leaked.

Medical Possible privacy risks could involve parties like doctors, pa-
tients, or the medical case. Sharing confidential information
with ChatGPT could have serious implications if leaked.

Life Sharing personal information with ChatGPT poses potential
privacy risks. Any potential leak could damage reputations or
relationships, especially when involving third parties.

Entertainment While much of the content in these scenarios is fictional and
thus poses little privacy risk, incorporating personal details can
increase this risk. Depending on the scenario type, reputational
harm may also occur if users request inappropriate content
from ChatGPT.

of the company that produced the LLM-based CA (e.g., OpenAI,
Google). Then, we asked about users’ understanding and feelings
about certain topics, including data storage, training, and memo-
rization risks.

Third, we examined users’ awareness of and experiences with
using existing privacy and data controls in ChatGPT4, including
chat history, delete chat, share chat, opt out of having user input
used for training models. We also asked about other sensitive prac-
tices such as sharing their ChatGPT accounts with other people,
and using ChatGPT plugins.

4For the Bing chat user, we only asked about the history deletion feature in Bing chat.

Fourth, we asked whether participants learned anything new
or surprising from the interview, whether they wanted to share
additional privacy concerns, and whether they had specific requests
for improving the existing system design. Finally, we asked partici-
pants to envision and share a wish-list for privacy and data controls
for LLM-based CAs.

4.3 Qualitative Analysis
We qualitatively analyzed the interview transcripts using a bottom-
up open codingmethod and concurrently reviewed video recordings
of participants reflecting on their chat histories and drawing their
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Table 2: Interview Participant Overview

ID Gender Age Tech Version Other services Frequency Use cases

P1 Woman 18-24 No 3.5 AI Chat Weekly Relocation Advice, Career Advice, Schoolwork
P2 Woman 18-24 No 3.5 - Weekly Career Advice, Schoolwork, Review Writing, Marketing

Advice
P3 Woman 45-54 No 3.5 - Weekly Relocation Advice; Diet Advice, Exercise Advice, Career

Advice, Medical Advice, Research Work
P4 Woman 25-34 Yes 3.5 - Not regular Email Writing, Career Advice, Info search, Email Writing
P5 Woman 25-34 No 3.5 - Weekly Casual Chat, Math Learning, Email Writing, Copy-editing,

Social Media Post Writing
P6 Woman 45-54 Yes 3.5 Bard; Pi.ai Weekly Finance Advice, Life Advice, Class Preparation, Info search,

Test Capabilities
P7 Woman 25-34 No 3.5 - Weekly Career Advice, Diet Advice, Test Capabilities
P8 Woman 25-34 No 4; 3.5 API Playground;

Bing chat; Bard;
Claude.ai

Daily Casual Chat, Therapy, Data Analysis, Career Advice, Email
Writing, Revise Writing, Programming, Language Learning,
Schoolwork, Portfolio Making

P9 Woman 25-34 No 3.5 Bard Weekly Relocation Advice, Ad Writing, Email Writing, Info Search,
Test Capabilities

P10 Woman 25-34 Yes 4; 3.5 - Daily Casual Chat, Therapy, Data Analysis, Career Advice, Diet
Advice, Email Writing, Language Learning

P11 Man 25-34 Yes 4; 3.5 API Playground Daily Legal Advice, Medical Advice, Programming, Data Analysis,
Create Apps, Concepts Learning, Career Advice

P12 Man 25-34 No 4; 3.5 Bard Daily Finance Advice, Legal Advice, Medical Advice, Book Chap-
ter Writing, Email Writing, Joke Writing,

P13 Man 18-24 Yes 3.5 - Weekly Casual Chat, Life Advice, Schoolwork, Programming, Data
Analysis, Revise Writing, Email/Work Message Writing,
Career Advice

P14 Man 45-54 Yes 4; 3.5 Bing chat; Pi.ai Daily Medical Advice, Finance Advice,
P15 Man 65-74 Yes 4; 3.5 - Daily Medical Advice, Generate Survey Responses, Social Media

Post Writing,
P16 Man 45-54 No - Bing chat Daily Therapy, Casual Chat, Finance Advice
P17 Man 25-34 Yes 4; 3.5 - Daily Programming, Data Analysis, Immigration Advice, Litera-

ture Search, Revise Writing
P18 Man 18-24 Yes 4; 3.5 API Playground Weekly Programming, Data Analysis, Schoolwork, Revise Writing
P19 Man 25-34 No 3.5 - Not regular Therapy, Casual Chat, Finance Advice, Career Advice, Diet

Advice, Exercise Advice

mental models. This approach ensured a more comprehensive un-
derstanding of the chatting contexts described by the participant
and the mental model diagrams they drew. Our analysis involved
two rounds of coding as recommended by Saldaña [61].

In the first round of coding, two researchers coded the same six
interviews independently to develop a codebook. They held daily
meetings to discuss the codes, reconcile coding discrepancies, and
iteratively merge their codebooks. By the end of this round, we de-
rived an initial codebook with 195 codes. Then, the two researchers
collectively conducted axial coding to merge similar codes and
assign high-level themes for answering the research questions.

In the second round of coding, the remaining 13 interviews were
each independently coded by one of the two researchers using the
new codebook. Changes were made to the codes and themes as
needed, and all changes were discussed and agreed upon by both
researchers in daily meetings. Following the guidance of McDonald
et al. [48], we did not calculate inter-rater reliability as our goal

was to identify emergent themes rather than achieve consensus.
The final codebook contains 62 codes grouped into 6 themes (see
the codebook in Appendix D).

4.4 Methodological Limitations
Our interview study has some limitations. Firstly, participants may
have avoided discussing conversations with particularly sensitive
information; moreover, individuals who share more sensitive infor-
mation with ChatGPT may not have wanted to participate in the
study. Accordingly, our sample could be skewed towards less sensi-
tive conversations. In fact, one person who passed the prescreening
requirements decided not to participate in the interview due to
their concerns with sharing sensitive data. Secondly, there may be
some ambiguity when participants reported experiences outside
of the specific conversations they prepared for the interview, and
this could potentially introduce some recall biases. There is also
the possibility of social desirability bias [23], where participants
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may tailor their responses to what they perceive the interviewers
want to hear.

5 INTERVIEW RESULTS
In this section, we present our findings from the 19 interviews we
conducted to answer RQ2 and RQ3. Sections 5.2 and 5.3 primarily
explore factors influencing users’ sensitive disclosure intentions
and their trade-off between disclosure benefits and risks, relevant to
RQ2. Sections 5.4, 5.5 and 5.6 examine users’ knowledge, awareness,
motivations, and the barriers they encounter in adopting threat-
protective behaviors, pertaining to RQ3. However, these aspects
often intersect, with some sections relating to multiple research
questions.

5.1 Overview of Use Cases and Disclosure
Behaviors from the Interviews

Our participants’ conversations covered a wide range of scenarios
(Table 2). Within these conversations, the types of personal data
they shared included PII, personal experiences or conditions (e.g.,
health, financial, legal conditions), personal thoughts and emotions,
and data from other people. For example, zip codes were shared
for relocation advice (P1&P9). Physiological data like age, weight,
and height were provided for generating tailored diet and exercise
plans (P3&P8). Demographic information and medical conditions
were shared for medical advice (P3, P11, P12, P14&P15). Educational
and work experiences were disclosed for career advice or resume
revision (P1, P3, P4, P7, P8, P10, P11, P13). Writing materials such
as emails sent by others (P10) and unpublished papers or books (P2,
P12, P13, P17, P18) were shared for content generation, reviewing, or
revising purposes. Some users appeared to develop more emotional
relationships with ChatGPT, treating the AI as a “pen pal” or a
therapist (P8, P10, P13, P15, P16, P19).

5.2 Factors that Affect Users’ Disclosure
Intentions with LLM-Based CAs

We found people generally thought about whether the primary
goals of their tasks could be met and whether the operation was
convenient enough when deciding what LLM-based CAs to use
or what information to share. However, certain privacy concerns
emerged when talking about specific use scenarios.

5.2.1 Perceived Capability of the CAs (All participants). People
tend to disclose information if they perceive the CA’s capability as
beneficial to their task goals. Conversely, they withhold information
if they question the agent’s competence. For instance, P15 provided
detailed medical diagnosis data after confirming with ChatGPT that
it could provide an extensive explanation of the results. Apart from
functionality support, LLM-based CAs provided emotional support
that encouraged users to disclose information. Many participants
mentioned they treated ChatGPT as a “friend” or a “therapist”, and
sometimes had casual chats with it about their lives (P8, P10, P13,
P15, P16, P19). P10 and P19 mentioned that they loved sharing
personal life details with ChatGPT due to the positive feedback it
gave. P16 demonstrated a conversation in which he told ChatGPT
that he missed his brother, who had passed away, and disclosed a
lot of his memories about his brother per ChatGPT’s request. “He

asked me to talk to him about my brother. It’s like a full conversation.
He wanted to know everything.” (P16)

5.2.2 Convenience of Operation (P1, P2, P4, P8, P10). Participants
were more inclined to share data when doing so was easily afforded
by the interface. For example, P8 shared PDF documents including
original research data with Claude AI5 due to the convenience
of document input in Claude AI. Conversely, operational barriers
deterred some users from sharing. P10 chose to copy and paste
parts of her resume into ChatGPT rather than the entire document
due to the inconvenience of inputting long blocks of text. “Because
there were too many words in my resume. I’m kind of lazy. I don’t
want to drag from the top to the bottom.” (P10)

5.2.3 Perceived Personal Data Sensitivity (All participants). Partici-
pants’ perceptions of the specificity and identifiability of personal
data influenced their disclosure intention with LLM-based CAs. Par-
ticipants sometimes refrained from sharing data that they consid-
ered uniquely identifying. For example, P3 never shared phone num-
bers and physical addresses with ChatGPT to avoid being tracked
by human reviewers. P1 considered her birth date too sensitive to
share due to its relation to account security and password resetting.
They were more open to sharing data that could be considered PII,
but was not deemed to be uniquely identifying. For example, P10
was fine with sharing the city in which they resided: “Telling Chat-
GPT I live in [city name redacted], it’s kind of like, saying I live on
the earth.” (P10) Participants also expressed concerns with sharing
other types of personal information, even if it was not uniquely
identifying. For instance, P8 preferred to be cautious when sharing
personal opinions. P3 felt uncomfortable sharing her actual weight.

Notably, the perceived sensitivity of different types of data varies
from person to person. For example, P3, P8, P11, and P14 were
comfortable sharing their names, while others like P1 and P7 were
more guarded. Even for the same task, seeking advice for exercise
and diet plans, P8 felt ease to share weight data, while P3 chose to
provide false information. In extreme cases, some people expressed
concern about sharing any personal information with ChatGPT
(P2).

5.2.4 Resignation (P1, P3, P4, P6, P8, P10, P11, P13, P14). People also
justified their sharing of personal information by saying their data
was already accessible on various platforms such as social media,
government databases, and educational systems. In other words,
participants believed that the marginal risk of sharing personal
data with LLM-based CAs was low and were resigned to the idea
that their individual disclosure decisions had little impact on the
accessibility of their personal data. For instance, P1 equated her
data-sharing behavior on ChatGPT with those on social media. “I’m
doing the same risk by using the app like Instagram or Facebook.”
(P1)

5.2.5 Perceived Risks and Harms.

Concerns over data misuse by institutions (P2, P3, P5, P6, P8, P9, P11,
P12, P13, P14, P17, P18). Many participants mentioned they were not
sure about how their data could be used by OpenAI, and expressed a
range of concerns related to potential misuse, encompassing issues
such as incomplete data deletion (P6, P9), the possibility of selling
5https://claude.ai/login

https://claude.ai/login
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user data or using it for marketing (P9, P12), sharing data with
third parties (P9, P17), human reviews by OpenAI staff (P3, P6,
P14), and public disclosure of data (P6, P9). On the other hand,
some participants (P8, P11, P13, P14) said they trust OpenAI more
because they did not think it would sell user data and use that data
for marketing purposes. P14 recounted experiences with Bing chat,
where he faced targeted marketing after specific conversations,
an issue he had not encountered with ChatGPT. This difference
influenced his preference for ChatGPT over Bing chat.

Concerns about others finding out (P8, P17, P18). Given the un-
certainty surrounding the social acceptance of using AI for certain
tasks, some people expressed concerns about others finding out
that they used ChatGPT. For example, P18 did not want his friend to
know he used ChatGPT for homework. P8 was worried that others
might “change their attitude to me” if they discovered her reliance
on AI for tasks like schoolwork and email writing. “I hope they (my
professors) will never know I used AI to do that (write emails).” (P8)

Concerns about idea theft (P2, P14, P17). Users’ concerns about
idea theft manifested in various ways. These included concerns
about the system redistributing their work without acknowledging
the author (P2), OpenAI employees seeing and stealing the user’s
business idea (P14), and allowing other people to read parts of a
paper that is under review (P17). “I don’t know if ChatGPT uses
it (the fiction that I wrote) as inspiration for other people, or spits
it out as it wrote it itself instead of me.” (P2) Note that concerns
about sharing original content also vary from person to person. For
example, P17 was worried about model memorizing and spreading
his unpublished work, while P18 willingly shared his unpublished
work for paper revision.

5.2.6 Perceived Norms of Disclosure.

Attitude towards disclosing others’ data and having one’s own
data shared by others (P3, P8, P10, P11, P13, P14, P16). Apart from
disclosing their own information, participants also discussed their
thoughts about disclosing data about others. Some people expressed
heightened caution when sharing data related to others, even more
so than their own data (P3, P11, P13, P14). P3 and P14 voiced con-
cerns regarding data ownership and the ethics of sharing infor-
mation without the original owner’s consent, noting, “That’s not
my decision to make.” Conversely, others expressed less concern
about sharing information about others (P8, P10, P16). P10 also
felt minimal concern about her own information being shared by
others, viewing it as a fair exchange. Furthermore, P8 deemed it
acceptable to share extensive research data containing details of
various individuals, including full names, demographic specifics,
personal experiences, and feedback, justifying her actions as being
non-commercial in intention. However, P8 expressed discomfort
with the idea of her data being shared by others, worrying about
“how AI will summarize or do what kind of judgment for me.”.

Caution with sharing work-related data due to company poli-
cies or NDAs (P5, P10, P11, P14, P15). Several users discussed using
ChatGPT for work-related purposes, and expressed caution against
sharing company or confidential data, citing company policies or
non-disclosure agreements (NDAs) as the reason. For example, P10

recognized ChatGPT’s capability in data analysis but refrained from
sharing company datasets due to her company’s policies.

5.3 How Users Navigate the Trade-off Between
Disclosure Risks and Benefits

Users’ use of ChatGPT for sensitive tasks surfaces inevitable ten-
sions between privacy, utility, and convenience. We identified three
broad strategies participants used when navigating this trade-off.

5.3.1 Accept Privacy Risks to Reap Benefits (P4, P8, P9, P10, P14, P15,
P18, P19). Participants often found accomplishing their objective to
be more important than avoiding privacy risks. As P15 said, “There
is a price for getting the benefits of using this application”, further
adding: “It’s a fair game”. Others appeared to be pessimistic about
accessing the benefits of LLM-based CAs while also preserving
privacy, feeling that “you can’t have it both ways” (P9, P19). For ex-
ample, P10 used ChatGPT to revise her resume and shared detailed
work experiences. She considered it a necessary trade-off, stating,
“Let’s say I need some advice about resume. If I don’t provide those
contents that contain a lot of my private things, ChatGPT won’t work.”
To some participants, ChatGPT has provided irreplaceable value
and has become an indispensable part of their life. For example,
P15 said “I cannot imagine myself doing my work, my daily activities,
without ChatGPT.”

5.3.2 Avoid Tasks Requiring Personal Data Due to Privacy Concerns
(P2, P3, P9, P14, P19). Some participants mentioned that their pri-
vacy concerns for certain tasks were so significant that they avoided
using ChatGPT for those tasks. For example, P19 once tried to ask
ChatGPT for financial advice, and felt it would be really nice if
he could provide detailed information like “the amount of money
that we bring in, the kids that we have.” However, he also stated,
“I just never felt comfortable doing that.” As a result, he only pro-
vided generic information, which was less helpful, leading him to
terminate the conversation.

5.3.3 Manually Sanitize Inputs (All but P5, P8, P11, P15). While
participants generally employed one of the two strategies above,
we found nearly everyone had employed one or more of three ad-
hoc privacy-protective measures to try to find a middle ground
between privacy and utility when possible.

Censor and/or Falsify Sensitive Information (P1, P3, P6, P7, P9,
P10, P12, P13, P16, P19). Many participants mentioned that they
avoided disclosing sensitive or identifiable information such as their
name, social security number, and location. Participants sometimes
chose to only provide coarse-grained or even fake information. For
example, P3 provided a different college name from her alma mater
that is in the same university system and asked for career advice,
and P13 mentioned he had given ChatGPT fake names and fake
information.

Sanitize Inputs Copied from Other Contexts (P4, P17, P18). Tasks
like copy-editing and programming require users to provide con-
tent copied from other contexts. Some participants mentioned that
they post-processed these inputs to sanitize the data. For example,
P4 and P18 removed personal information in emails that they asked
ChatGPT to revise and manually added that information back later.
P17 replaced document names included in a PowerShell script with
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Figure 2: Screenshot of P8’s drawing representing mental
model A: ChatGPT is magic.

placeholders before sharing it with ChatGPT. In addition to redact-
ing sensitive information, P17 also mentioned limiting the amount
of information he shared with ChatGPT in any one prompt. He
used ChatGPT to proofread his paper and only copied one or a
small number of sentences each time due to concerns that ChatGPT
might remember the entire paper.

Only Seek General Advice (P2, P10, P14, P17). Some participants
only sought general advice, trading the specificity of the response
they received for improved privacy. For example, P14 mentioned he
only felt comfortable having general conversations with ChatGPT
about business. This strategy can require users to spend more time
summarizing the task, making their conversations not only less
specific but also less convenient. For example, P10 mentioned that
she used ChatGPT to helpwith data analysis tasks at work. Since she
was not permitted to share the raw data, she needed to summarize
the data schema to share with ChatGPT, rather than directly asking
ChatGPT to generate the code based on the data.

5.4 Mental Models of How LLM-Based CAs
Handle User Input

We summarize users’ mental models for two processes: response
generation (Model A: “ChatGPT is magic”, B: “ChatGPT is a super
searcher”, C: “ChatGPT is a stochastic parrot”) and model improve-
ment and training (Model D: “User input is a quality indicator”, E:
“User input is training data”). We found that users’ mental models
demonstrated overly simplified or flawed understandings of how
their data was used and how LLM-based CAs worked.

5.4.1 Mental Models of Response Generation.

Model A: ChatGPT is magic (P8, P10, P12, P15). Mental model
A represents a shallow technical understanding of how ChatGPT
generates responses. Participants who harbored this mental model
thought of the generation process as an abstract transaction: mes-
sages are sent to an LLM or a database, and an output is received.

P8 illustrated a typical example of this model, shown in Figure 2.
In her words:

ChatGPT uses the computing power to generate some-
thing to send to the LLM, the model of ChatGPT. And
then you get your output data...Actually it likes a black-
box for me. I just use it. I mean, I never thought about
that before.

Similarly, P10 described the response generation process as “some
kinds of magic I don’t know”.

Model B: ChatGPT is a super searcher (P1, P2, P3, P4, P5, P7, P16,
P19). Participants with this mental model often envisioned the re-
sponse generation process as a form of live keyword search on the
internet or in a database sourced from the internet, followed by a
synthesis of the gathered information. As shown in Figure 3, P4
generally described the generation process as “My input will get
broken down. And then look for keywords...After the keywords, will
start searching in their database, trying to find an answer. At this
point they might try to combine the answer.” Participants with this
mental model often expected rule-based methods or human inter-
ventions to play a role in generating the responses. For example,
P19 envisioned rules that match keywords to databases pulled from
the internet. P16 assumed that there were humans-in-the-loop in
generating responses. Apart from the internet-at-large, a few par-
ticipants noted that the system might include other data resources.
For example, P7 believed users’ conversations would be included
in ChatGPT’s knowledge base.

Model C. ChatGPT is a stochastic parrot (P6, P11, P13, P14, P17,
P18). Participants with Model C articulated a more sophisticated
understanding of the response generation process. They believed
that the response generation was handled by an end-to-end ma-
chine learning model that stochastically generated each word, in
sequence, based on user input and previously generated words.
Unlike Model B, users with Model C did not expect the system to
have separate components for understanding the query, gathering
related information, and generating the reply; instead, they under-
stood that the response was generated by a single, trained model.
For example, P14 drew Figure 4 and verbalized,

It (my input data) would go through the Internet, then
goes to their servers...They’re just getting a big block
of vectors, and makes its predictive actions, does all of
its what you know processing, and then it produces a
response.

All participants with this mental model had technical backgrounds.

5.4.2 Mental Models on Improvement and Training.

Model D: User input is a quality indicator (P1, P3, P4, P6, P9, P10,
P15, P19). Users with Mental Model D believed that their inputs
were used to assess their satisfaction with responses, and that the
system would learn over time to produce responses more similar to
those that were rated highly. Others felt their inputs were used as a
semantic key to help index similar questions. Thus, if someone asks
a similar question, the LLM can select and respond with answers to
similar questions that were rated more positively. Because they felt
that user input was isolated from system output, participants with
this model were less able to expect and understand memorization
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Figure 3: Screenshot of P4’s drawing representing mental model B: ChatGPT is a super searcher.

Figure 4: Screenshot of P14’s drawing representing mental
model C: ChatGPT is a stochastic parrot. P14 verbally ex-
plained how the end-to-end machine learning model gener-
ates a response in technical detail.

risks. For example, P1 could not see how the personal data men-
tioned in her prompt, such as zip code, can be used in generating
future responses. P3 believed that human reviewers might label
previous responses as good or bad, and determine if those responses
can be reused in the future.

This mental model resembles the reinforcement learning from
human feedback (RLHF) method that OpenAI used to train the In-
structGPT model [55]. However, with RLHF, the context presented
in the prompt may also be memorized and regenerated by future
models, contradicting the expectations of people who hold this
mental model.

Model E: User input is training data (P2, P5, P7, P11, P12, P13,
P14, P16, P17, P18). Users with this type of mental model under-
stood their their input prompts could be used to influence future
responses. For example, P11 said if his input data had been used
for training, “there’s a possibility that’s going to use the data as an
output for somebody else.” Some people with this type of mental
model had a technical background (P11, P13, P14, P17, P18). Others
without a technical background did not know the specific training
process that could be used, but they expected that their information
could be reused in future responses to other users.

We found participants had different expectations as to whether
their inputs are used to improve a global model accessible to all
users (P7, P11, P12, P13, P14, P16, P17, P18) or a personalized model
used only by themselves (P2, P5). P5 believed that the model is
personalized to each user based on their inputs. This was because
she experienced significantly improved responses from ChatGPT
within a conversation thread. Similarly, P2 was hesitant to share
her ChatGPT account with others because she believed the model
was personalized and that inputs from others could adversely affect
its training.

5.5 Users’ Awareness and Reactions to
Memorization Risks in LLM-based CAs

Prior work has shown that LLMs can memorize training data and
leak this training data as a response to the right prompt [8, 9]. This
memorization effect entails unique privacy risks for using LLM-
based CAs that utilize user data to improve their models. However,
most participants lacked awareness of this issue, and only P2, P17
and P18 brought up this issue before we explicitly asked about it.
P18 thought memorization risks allow for new privacy attacks, and
P2 and P17 brought it up as a concern that had limited their data
sharing with ChatGPT for real-world use cases. After we explained
memorization risks to the other 16 participants, most participants
remained unconcerned. Four participants (P5, P12, P13, P19) ex-
pressed surprise and heightened concern about disclosing personal
data to ChatGPT: especially data about emotional states, work-
related information, and sensitive PII like social security numbers.
Three of them stated that they might alter their data-sharing be-
haviors in the future.

5.5.1 Concerned with Memorization: Prior Exposure to Leaks (P17).
P17 personally encountered a memorization leak when using Copi-
lot, which made him concerned about the possibility of his own
personal information being memorized by ChatGPT. “When the
Copilot plugin for VS Code was published, I installed it. I typed the
name of my classmate and it auto completed my classmate’s school
ID. It’s very terrible.” (P17)

5.5.2 Concerned with Memorization: Intellectual Property Leaks
(P2, P17). P2 and P17 expressed concerns ChatGPT memorizing
and distributing their original writing without credit, notice, or
consent. P2 hesitated to use ChatGPT to review her short stories,
worrying that ChatGPT might generate new content based on her
original work or inspire other users with her work. Similarly, P17
was cautious when sharing unpublished paper content and limited
the input in each session to prevent the system from disclosing the
whole paper or key ideas to other users before publication.

5.5.3 Unconcerned with Memorization: Does Not Share Sensitive
Data (P1, P6, P7, P8, P9, P10, P11, P16). After being introduced to
memorization risks when using ChatGPT, most participants ex-
pressed minimal concerns, primarily because they had not shared
data they deemed sensitive, or because they believed even the sen-
sitive data being memorized was not linked to their identities. For
instance, P9 was not particularly worried because she has been cau-
tious and has not shared personal information beyond her age and
the city where she lives. P6 was unconcerned because she believed
any sensitive data memorized by the AI would not be linked to her
identity. “It may remember some things, but I assume that it would
disassociate my specific identity with what it memorized.” (P6)
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5.5.4 Unconcerned with Memorization: The Risk is Too Abstract (P1,
P8, P10). Some participants expressed limited concern about mem-
orization risks because the risks were difficult to comprehend. The
difficulty was tied to their mental model of how ChatGPT improves
AI performance based on their input. For example, both P1 and P10
held Mental Model D6, and believed that ChatGPT treated their
input data strictly as a quality indicator rather than as training
data. This mental model, in turn, made it hard to imagine mem-
orization leaks (see Section 5.4.2). The absence of prior exposure
to memorization leaks also added to their difficulty in imagining
memorization leaks. “I don’t have this kind of experiences like my
information was shown to others as output. And when I imagine it,
I’m not so confident about it...I haven’t seen this kind of news before.”
(P8)

5.5.5 Unconcerned with Memorization: Plausible Deniability of AI-
Generated Output (P3, P8). Some participants felt unconcerned be-
cause the model would not produce accurate information about
them (P3), and believed that others may not perceive the output as
accurate information (P8). For example, P3 was indifferent about
the potential disclosure of her weight — which she considered to
be sensitive data — since she had provided ChatGPT with incorrect
information. P8 was not concerned due to a similar reason. “Al-
though I use ChatGPT for many tasks, I’m not concerned about my
input being released to other people, because they can’t judge if it’s
fake information.” (P8)

5.6 Users’ Awareness, Understanding, and
Attitudes About Existing Privacy Controls

Finally, we examined how users utilize existing support to protect
their privacy and how they would like the system to be improved
to make them feel safer.

5.6.1 Users Lack Awareness of Existing Privacy Controls (All but P11,
P14, P16, P17, P18). ChatGPT provides a control that allows users to
opt out of having their conversations used by OpenAI for training,
negating memorization risks. However, most participants had not
heard about this control. After learning about it, most participants
felt it was a good feature. Many participants expressed a desire to
use it even though they did not feel concerned about what they
shared with ChatGPT. For example, P2 said “even though I know
there’s nothing bad that’s gonna happen. But still, I would just want
the peace of mind of being able to opt out.”

5.6.2 Dark Patterns Impeded Adoption of the Opt-out Control (All
participants). We identified multiple dark patterns in ChatGPT’s
opt-out design that hindered users’ adoption of this feature. First,
ChatGPT uses user data for training by default. This surprised many
participants, especially for P17 who was a paid ChatGPT Plus user.
“I think OpenAI should not use my data (for model training), because
I paid for my ChatGPT.” (P17)

Second, there are two ways for users to opt out of having their
data used for model training (Figure 5). One was easier to discover
(all but P15 found it), but it forces users to turn off storing chat
history at the same time (Figure 5a). Several participants said they
were hesitant (P11) or did not want (P8, P7, P17, P18) to opt out of
6We were not able to obtain a clear answer from P8 about her mental model about
improvement and training.

training because they wanted to keep the history feature. “I’m a
little annoyed about that...Because I still want to keep my history, I
need to provide my information for them to train. It’s like something
mandatory.” (P8) Alternatively, users can also submit a form to opt
out of training and keep the history feature (Figure 5b), but the link
to access this form is hidden in a FAQ article7. None of our partici-
pants found this option independently. The inconvenience seemed
to further discourage users from enabling the opt-out feature, as
put by P2, “To be honest, if it’s not easy to find, I feel like the form
will be complicated. So yeah, I would probably just not (fill it out).”

5.6.3 Users Anticipated More Granular Opt-out Controls (P1, P6, P8,
P13, P14, P18). Several participants shared that the opt-out control
worked at the conversation-level, and not the account level whereby
some conversations could be specially designated as “opt out”: i.e.,
they expected behavior similar to a browser’s incognito mode. This
understanding was shared by both people with (P6, P13, P14, P18)
and without (P1, P8) a technical background. P14 hoped to have
this more granular control not for privacy but for improving the
quality of training data. He often tested the capability of ChatGPT
with “all kinds of wild things”, and he said “I would think that the
appropriate thing to do is that anything communicated during an
opt-out is not added to the training data...because that would just
make the AI go insane.”

6 DISCUSSION
In this section, we present the user-driven privacy threats syn-
thesized from our results, and then establish guidelines for LLM
privacy research in both the short and long term.

6.1 User-Driven Privacy Threat Modeling of
LLM-Based Conversational Agents

Our results grounded the technical privacy risks of LLM such as the
memorization risks [8, 9] in the contexts of users’ actual interactions
with ChatGPT. We also provided empirical evidence supporting
potential risks caused by LLMs, as speculated in prior literature [71].
In the following, we summarize privacy threats around this new
technology that users are concerned about and may cause harm to
users under specific use cases.

6.1.1 User Concerns About Institutional Privacy. Much as expected,
institutional privacy issues were repeatedly brought up by our par-
ticipants. Most participants are concerned about traditional privacy
risks that do not solely exist in LLM-based CAs, such as incom-
plete data deletion and having user data reviewed by humans (Sec-
tion 5.2.5). Fewer participants raised LLM-specific concerns such as
memorization risks (Section 5.5.2). It is essential to note that users’
trust in ChatGPT has largely been influenced by the fact that it cur-
rently does not profit from user profiling, advertising, and selling
data. However, since this technology is still in its nascent phase,
we are likely to see it adopted in many more fields, accommodated
by various business models. The use of rich conversational data
for targeted advertising or marketing isn’t unimaginable, given
the lack of clear regulations and the tempting potential, and might
cause bigger concerns.

7Data Controls FAQ: https://help.openai.com/en/articles/7730893-data-controls-faq

https://help.openai.com/en/articles/7730893-data-controls-faq
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(a) Chat history & training bundled together (easier to discover) (b) Turning off training and keeping history (harder to discover)

Figure 5: Dark patterns in ChatGPT: ChatGPT offers two ways for a user to opt out of having their data used for model training.
The one in the user settings is easier to discover (all but P15 found it), while the training and chat history opt-out control are
bundled together, so a user who wants to opt out of model training will have to turn off the chat history feature as well. The
users could also submit a form to opt out of training and keep the history, while it is in an FAQ article that is harder to discover
(none of our participants found it). The above issues were observed during our studies in August 2023. As of November 2023,
the form link is still in the FAQ article, while this form has been disabled and it further directs users to the OpenAI Privacy
Request Portal to submit privacy requests. As of February 2023, the form link is replaced with the link to the privacy portal.

6.1.2 User Concerns About Interdependent Privacy. We also ob-
served that users use LLM-based CAs to handle tasks that involve
other people’s data (Section 3.2.2) and they have concerns about
it (Section 5.2.6). Specifically, the novel use cases enabled by LLM-
based CAs (e.g., asking ChatGPT to draft a response to colleague’s
emails) allow people to share unprecedented types and amounts of
information about other people compared to similar systems (e.g.,
search engine, traditional CAs). Our results show that there are
severe interdependent privacy issues in LLM-based CAs, which
are even harder to address since most current models for privacy
management are heavily individualized.

6.1.3 The Model is One-Size-Fits-All, but User Concerns Are Not.
A recurring theme of the interview results is that users’ privacy
concerns are contextualized and subjective (Section 5.2). Users’ rea-
sons about why or why not sharing certain data with ChatGPT
involved all the key parameters of the contextual integrity frame-
work [52, 53]. Despite varied use cases and expectations, only one
end-to-end model is serving all the requests in these LLM-based
systems. This means that the system works in a way that is agnos-
tic to the sensitivity of use cases and the varied norms about data
collection, sharing, and retention under each use case. As a result,
the burden of navigating the varying privacy risks essentially falls
back to users. Our results suggest that people take various ad-hoc
approaches to desensitize their input (Section 5.3.3). However, these
methods can be tedious (e.g., redacting all the PII in an email), and
users may not always remember to apply them (e.g., one participant
forgot he was not permitted to share his work-related data with
ChatGPT).

6.1.4 The Impact of Human-Like Interactions on Privacy. Work
in robot-human interaction has shown that people relate to non-
human agents in social ways, including extending moral judgments

to them [32], attributing them sociocultural awareness [63], and
trusting them based on their behavior and anthropomorphism [51]
as well as, most relevantly for our work, their use of language [72].
While past work has emphasized the benefits of this trust for col-
laboration, our results suggest that it can also lead to the gradually
increasing disclosure of sensitive information. Such human-like
interactions may also act as a nudge that affects what types of
information the user shares (Section 3.2.3 and Section 5.2.1). Future
work needs to distinguish between increased trust as a benefit for
collaboration and the dangers of unwarranted trust from insuffi-
cient transparency and the leveraging of human social cognition
leading to greater privacy harms.

6.1.5 The Emerging Fear of Being Found Out Using AI. The lack
of established norms regarding when it is appropriate or not to
use AI has raised concerns among users of ChatGPT. Some use
cases, such as using AI to generate book chapters, are indeed inap-
propriate (Section 3.2.4). Others are more benign but may lead to
people questioning the user’s ability because they used AI to assist
with their work. (e.g., a non-native English speaker using AI for
polishing writing, Section 5.2.5). It remains to be discussed how to
balance individual privacy protection and the societal impact in
these situations.

6.2 Design Privacy-Friendly LLM-Based
Conversational Agents and Other
LLM-Based Applications

Our studies suggest that the developers of LLM-based conversa-
tional agents or other applications should make more efforts to
ensure the system is designed in the best interest of the users, and
provide sufficient support for users to navigate the risks and benefits

https://help.openai.com/en/articles/7730893-data-controls-faq
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under different contexts (see our typology of disclosure behaviors
Section 3.2.3). We propose potential improvement directions below.

6.2.1 Consider User Mental Models for Designing Privacy Support.
The types of mental models identified in our studies suggest that
systems based on LLM often do not function as users anticipate.
This suggests that system design should consider this mismatch,
adopting an intuitive design that matches users’ expectations or
proactively communicating the privacy risks that users may not
foresee. Users’ mental models might also be affected by the frontend
and interaction design. For example, P4 felt GitHub Copilot was
safer than ChatGPT because “that’s offline”. However, Copilot is
supported by the OpenAI Codex model, which is also hosted on
the cloud. It suggests that when LLMs are more deeply integrated
into a system that feels private (e.g., the IDE), it may be difficult
for users to understand that their data will be sent off the device.
Furthermore, it might become harder for users to understand which
part of their data remains on the device and which part gets sent
out if the system employs a hybrid design combining local and
remote models.

6.2.2 Assist Users in Taking Privacy-Protective Measures. Many
users are taking certain privacy-protective measures, such as omit-
ting or obfuscating sensitive information, telling privacy lies, and
segmenting input, while it could become tiring to manually desen-
sitize all the input, and users may forget to do it. Therefore, there
is an opportunity for designing privacy-preserving techniques that
assist users in applying these measures in an automated or semi-
automated manner. For example, a smaller model dedicated to de-
tecting PII and other more complex disclosures may be distilled
from a large model fine-tuned for the task, and can be run locally
to either remind users of the sensitive information included in their
input or automatically rewrite it before sending it out. Overall, there
needs to be more research in designing and evaluating techniques
that help users achieve utility while maintaining their privacy.

6.2.3 Be Cautious About Using User Data for Training Models. The
lack of understanding of the model training process and awareness
of memorization risks suggest that LLM-based systems should ex-
ercise caution when using user data for model training. If such data
is used, it is crucial to communicate the associated risks to users
effectively. It is also important to provide users with convenient and
granular control, enabling them to easily opt-in or out according to
their best interests (Section 5.6.3). We want to highlight that many
participants had positive attitudes towards contributing their data
for improving the system, and that increased transparency could
also lead to improved data quality.

6.2.4 Using Local LLMs for Building Apps in Specific Domains.
Lastly, we want to note that most participants with a technical
background believed that only an offline model could completely
eliminate their concerns. Although there is still a significant gap
in the performance between smaller, open-source models that can
run on devices and the gigantic, proprietary models that run on the
cloud, there may be certain use cases where a smaller model may
suffice. The developers of LLM-based systems should keep in mind
the option of using a local model whenever it is possible.

6.3 “It’s a Fair Game”, or Is It? Considering the
Impact of Erroneous Mental Models,
Transparency, Trust, and the Nature of
Current LLMs on Prospects for Privacy in
LLMs

Our results reveal challenging problems that may not have a clear
direction for resolution, given the privacy models in current tech-
nology, law, and social literature.

6.3.1 Current LLMs are Inherently Surveillant. Today’s LLMs are
only as capable as they are due to the sheer scale of data used in
training them. This, we argue, marries them structurally to the mod-
ern internet’s surveillance-as-default mode of operation, with its im-
perative to always collect more data to train models with the goal of
monetizing behavioral surplus [81]. Therefore, we caution against
the expectation that guidelines encouraging privacy-preserving de-
sign (such as those we provide above) will be meaningfully adopted
by the makers of LLMs, given the demonstrated tendency of com-
panies operating under these imperatives to reduce privacy to mere
compliance and public relations [69]. After all, if everyone were to
opt out of data collection, and if LLMs were to be meaningfully cau-
tious in how they used public data for training, models of modern
levels of sophistication could not exist. If models are to continue to
be trained, some paradigmatic shifts will be needed to understand
how such scales of data can be collected and used ethically.

6.3.2 Transparency and Mental Models. In laying out a human-
centered research roadmap for transparency in LLMs, Liao and
Vaughan [44] define transparency as “enabling relevant stakehold-
ers to form an appropriate understanding of a model or system’s
capabilities, limitations, how it works, and how to use or control
its outputs”. Our results showed that participants exhibited serious,
privacy-relevant misconceptions about core concepts including
how LLMs generate responses and how user data is used for train-
ing models, suggesting the goal is still far away from being achieved.
Our findings around participants’ mental models of LLMs suggest
that transparency isn’t in good shape for end users. The task of ed-
ucating the mass about how LLM-based systems function remains
a significant challenge. However, it is a prerequisite for the ethical
deployment of such systems in society.

6.3.3 Trust and Control. Extensive research on privacy law and
the privacy paradox has demonstrated that not only cognitive bi-
ases (i.e., trust and dark patterns) but also the sheer scale, lack of
transparency, and binary nature of privacy choices online leads peo-
ple to quite rationally give up on attempting to engage in privacy
self-management [27, 64]. The uniquely social way in which people
relate to CAs, our results suggest, may only make an individually
choice-driven approach to privacy even more intractable. Hence,
we argue for caution in believing that incremental improvements
to privacy controls will have broad effectiveness for LLM privacy.

The other side of this coin, of course, is that neither participants’
weak enforcement of privacy boundaries nor their initial assertions
about a lack of privacy concerns should be interpreted to sug-
gest that they do not value privacy generally or with LLM-based
CAs in particular. Our interview studies have revealed patterns
in users’ behaviors that may be explained as a “Reverse Privacy
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Paradox” [11], in which individuals who seem to disregard privacy
concerns still engage in privacy-seeking behaviors (Section 5.3.3
and Section 5.6.1). However, these privacy-protective behaviors are
not well supported by the system, or even obstructed by it due to
the dark patterns (Section 5.6.2), likely due to the imperative to
collect data for training models discussed above.

6.4 Limitations and Future Work
In this work, we take the first step towards modeling end-user
disclosure behaviors, mental models, and the privacy concerns
thereof with LLM-based conversational agents. There are still some
important questions that cannot be fully answered in this work,
and we would like to leave them for future research. First, the study
primarily focused on ChatGPT due to its broad user base and data
availability. This focus may limit our understanding of privacy
concerns on other LLM-based platforms with different interaction
styles or user demographics. Second, the interview targeted the
general population. However, we speculate that the opportunity
cost of not using ChatGPT might be higher for certain populations,
such as older adults, non-native speakers, and therapy seekers. And
more research is needed to understand the privacy issues for specific
vulnerable populations. Third, in this study, our qualitative findings
suggest multiple factors that may affect users’ risk perceptions
and privacy-seeking behaviors related to LLM-based CAs, such
as contexts, folk models, and user awareness of privacy controls.
However, more research is needed to quantitatively model the effect
of these factors to guide future system design. Lastly, as LLM is a
new technology and users’ mental models are still evolving, it is
important to conduct longitudinal studies that measure how public
attitudes towards privacy issues in LLM-based systems change over
time.

7 CONCLUSION
In this work, we studied and distilled LLM privacy concerns from
the perspective of end-users. This knowledge is crucial to advance
ongoing debates around AI regulation, as well for HCI researchers
seeking to design privacy controls that help end-users address these
concerns. We first qualitatively analyzed the ShareGPT52K dataset,
uncovering various sensitive disclosure behaviors of ChatGPT users
in their use of the CA. Then we conducted semi-structured inter-
views with 19 users of LLM-based CAs (e.g., ChatGPT) to inquire
users about their disclosure behaviors contextualized in their real-
world chat logs with LLM-based CAs. Our results suggest that
ChatGPT users want to protect their privacy when possible, while
contending with the perceived trade-offs of both convenience and
utility. We found that the one-size-fits-all nature of the model un-
derlying LLM-based CAs largely places the responsibility of pro-
tecting privacy on the users. This is challenging for users due to
flawed mental models and and the dark patterns in ChatGPT’s
opt-out interface. Our user-centered investigation has revealed a
host of novel problems that require attention from the HCI and
LLM research communities. We also highlight complex issues and
structural problems that require paradigmatic shifts in technology,
law, and society.
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A PII CODING CRITERIA
A.1 Rules for Determining Non PII vs. PII
If the data type is incorrect (e.g., it is not even a person’s name at all),
or it’s public information (e.g., public figures, or public information
online), select NA, meaning it is a non PII type.

If it’s not clear from the text whether it is a random name or a
real person’s name, we can generalize the case to similar scenarios
that we may encounter in real life, and think about whether it
makes sense to include a real person’s name in that situation, and
if so, label it as a PII type. A random name being used might be if
the name appears to be used as a placeholder for a real person’s
name. For example, instances of the name, “John Doe”, being used
are likely using it as a placeholder.

If unsure whether certain information is public or private, at-
tempt to search it online. If the information is easily found online
and is not linked to a specific individual, then it is considered more
public information (non PII). If the information is only available to
individuals who directly interact with the owner, or the information
is linked directly to a specific person that can be identified, then it
is considered more private information. If the information may be
used to infer some personal information of the user or some other
people, but it’s not clear whether it is directly associated with these
people, don’t label them as PII.

A.2 Rules for Determining Actor Type
(Self/Others/Both/Unknown)

If the text doesn’t provide sufficient evidence for us to determine
the relationship between the user and the persons mentioned in
the text, label as Unknown; otherwise, label as Self, Others, or Both
according to the context.

A label of Self means that the PII data appears to be about the
human who conversed with ChatGPT. If the PII data appears to be
about other people, then label as Others. If the PII data appears to
be of both cases, where it is related to the ChatGPT user and other
people, label as Both. Otherwise, if there is limited information, or
it is uncertain who the PII data belongs to, then label as Unknown.

If this text explicitly mentions the PII in the context of belonging
to the user, such as saying “my information” or “I am xxx”, label as
Self. Sometimes if the tone or other information imply that certain
topics are associated with a specific person, then label it as PII. For
example, if a user asked ChatGPT to perform a very specific task
involving a URL, it may be safe to assume that the URL is associated
with the user themself.

If there are multiple categories that may apply to the PII we will
select Unknown for now, but make a note of it. This may occur in
the case of the user presenting multiple pieces of PII, in which case,
it may be true that the PII belongs to third party individuals, or it
belongs to both the user themself and third party individuals.

A.3 Rules About PIIs not Detected by the
Algorithm

There may be cases of non-detected PIIs by the algorithm. In this
case, if we notice PII that wasn’t detected, we should still label them,
and make a note about them.

A.4 Rules about Specific Categories of PII
When labeling the category of PERSON, first names, last names,
full names, and aliases all count as being this PII type.

For DATE_TIME, there may be instances of the current date
being included in web search results, in which case we label as Self.
Timestamps in messages between individuals should be labeled as
Both. Cases of transaction histories, or other examples of seemingly
personal documents, should be labeled as Self.

For the IP_ADDRESS category, private IP addresses are not con-
sidered PII.

In the case of URL, if the URL helps identify a specific person,
e.g., the URL is the website of the person’s company, label it as PII.
If the URL contains tracking parameters such as _ga, _gac, label as
Unknown.

For NRP and LOCATION, it may be more difficult to determine
if the data is considered PII. Thus, it is important to consider the
context, especially the prompt written by the user. If, given the con-
text, we infer that the detected data describes the NRP or location
of a particular person in a relatively private context, label it as PII.

B CODEBOOK FOR DATASET ANALYSIS
Our codebook of the ShareGPT dataset analysis results is shown in
Table 3.
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Table 3: Codebook for Dataset Analysis

Theme Label Definition

Context Work-Related Scenarios related to the workplace/industry context.
Potential Privacy Risks: There could be potential privacy risks with sharing confidential business information,
marketing ideas and strategies, workplace communications, and many other industry related information. It
could create privacy risks for the user sharing, since it might be considered a violation of workplace etiquette or
rules by sharing industry related information.

Academic-
Related

Scenarios related to an academic context.
Potential Privacy Risks: There could be potential privacy risks with asking ChatGPT to generate academic
related texts, finish assignments, or complete tasks related to academic scenarios. There might be risks of
plagiarism, thus leading to reputational harm if it was discovered that these users used AI to generate texts that
they claim to be their own.

Life-Related Scenarios related to an individual’s personal life, emotions, problems, or more.
Potential Privacy Risks: There could be potential privacy risks with sharing personal information and experi-
ences with ChatGPT. It could potentially be leaked, thus leading to reputational harm or relationship harm if the
information involves third party individuals. Users might not want their sensitive information to be shared to
the public. The information being leaked or used by other organizations could also lead to the data being used
for targeting by advertisers.

Topic Business Scenarios related to business, spanning from generating and ideating business ideas, to asking for business
advice.
Potential Privacy Risks: There are potential privacy risks with sharing business related details, such as ideas,
plans, strategies, etc. . . Some of that information might be confidential, or it could imply more information about
the user, such as their location or company name.

Assignment Scenarios where the user is asking ChatGPT assignment-related questions, or they are asking for assistance in
finishing tasks for assignments.
Potential Privacy Risks: There could be potential privacy risks with asking ChatGPT to help on assignment,
such as risk of plagiarism accusations, and more. Also, the assignment details might imply details about the user,
such as their academic direction.

Programming Scenarios related to programming and coding. The scenarios span anywhere from code inquiries to code
generation to debugging help.
Potential Privacy Risks: Usually in these scenarios, there are limited privacy risks that exist. However, in some
cases, the user will include personal information, such as phone numbers or email addresses, in the shared code.

Financial Scenarios involving financial cases and inquiries.
Potential Privacy Risks: There might be risks with sharing financial information, such as transaction histories,
or other financial details, such as an increased chance of fraudulent activity with the financial accounts.

Legal Scenarios related to law of legal cases. This can include the user sharing legal cases or seeking legal advice.
Potential Privacy Risks: There might be potential privacy risks involving multiple parties, such as the attorney,
clients, or the legal case in general. There could be consequences with sharing confidential information about a
case with ChatGPT, in the case it got leaked.

Medical Scenarios that include medical related inquiries, tasks, or other similar conversations with ChatGPT.
Potential Privacy Risks: There could be potential privacy risks leading to autonomy harms if the people
involved do not know their medical information is being shared to ChatGPT.

Life Scenarios related to daily life, personal inquiries about life/relationships, and more.
Potential Privacy Risks: There could be potential privacy risks with sharing personal information about the
user’s life, as well as experiences with ChatGPT. If it were potentially leaked, it could lead to reputational harm
or relationship harm if the information involves third party individuals.

Entertainment Scenarios involving entertainment-related topics.
Potential Privacy Risks: Most scenarios for this topic have limited privacy risks since the content shared or
generated is mostly fictional. However, when the user begins incorporating personal details into the conversation,
there could be privacy risks involved. Also, depending on the type of scenario, there could be reputational harm
for the user if they ask ChatGPT to generate some more inappropriate content.

Purpose Generate con-
tent/ writing

Generating different forms of written or text-based content.
Potential Privacy Risks: There might be privacy risks leading to reputational harm if it was made known that
the content/writing was generated by AI. The user could potentially be accused of plagiarism if they tried using
the generated content publicly.
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Table 3 (continued)

Theme Label Definition

Generating
plans/advice

Generating solutions or advice in response to a problem or query.
Potential Privacy Risks: There might be privacy risks with the user sharing personal details in order for
ChatGPT to give advice or generate plans. The user might share more information in order to provide enough
context for ChatGPT to generate a useful plan or give good advice.

Answering
questions

Using ChatGPT to answer direct questions that might typically be answered via a web search, or interpret-
ing/responding to user input.
Potential Privacy Risks: Privacy risks might occur less in this circumstance, since the user typically shares
details that would be included in a Google search as well. However, the information could still be used to imply
details about the user, such as personal interests or similar things.

Data analysis Using ChatGPT to analyze content input by user.
Potential Privacy Risks: There could be risks of data leakage or privacy violations by sharing the data needed
for analysis. A lot of times, this could also lead to discovery of more information about the user’s work if the
data shared is about work.

Casual con-
versations

Users engage in casual, objective-less chatting with ChatGPT. The aim is the act of conversing itself, not to reach
a specific goal.
Potential Privacy Risks: There could be a lot of privacy risks since the user might feel more comfortable with
talking to ChatGPT like another human. They might start revealing more personal details about their life, rather
than the typical identifying information like an address or phone number. There might also be instances of the
shared details from the conversation being used to identity the user.

Way to
prompt

Direct com-
mand

Users ask straightforward questions without providing much context or background information. It typically
involves limited data sharing because users input minimum information required to formulate their questions.
Potential Privacy Risks: While there might be limited data sharing since user’s likely only include the most
necessary details in their questions/commands, there is still risk of them sharing information that could imply
personal interests.

Interactively
define the
tasks

Users engage in multi-round interactions or chats with ChatGPT. The nature of these ongoing conversations can
sometimes lead to users sharing more data with ChatGPT, especially as the conversation deepens or becomes
more complex.
Potential Privacy Risks: There are potential risks of users sharing more and more information with ChatGPT.
For example, if the user does not completely fulfill their tasks with the original information provided to ChatGPT,
they might feel inclined to provide more specific information, which may lead to sharing more sensitive data
about themselves.

Handle the
tasks based
on given text

Users provide more extensive background information before asking for a response or action from ChatGPT.
This approach can lead to more significant data sharing because users are disclosing more context for ChatGPT
to process.
Potential Privacy Risks: There could be potential privacy risks both with the shared text and with the tasks
involved. The shared text might present information that could be used to imply new pieces of information about
the user, such as their interests, occupation, or location. Also, depending on the tasks given to ChatGPT, there
could also be risks involving plagiarism or reputational harm if the user asked ChatGPT to write something for
them.

Role-playing Users assign a specific role to ChatGPT and provide related content to request ChatGPT to complete tasks or
generate responses. Although this method may involve sharing a lot of information, the data’s authenticity and
ownership might be ambiguous because the information is framed within a role-play scenario.
Potential Privacy Risks: In these circumstances, sometimes, the user-assigned role to ChatGPT might imply
information about the user themself, such as their own occupation or feelings toward a topic. This information
might be used to trace back to the user and discover more information about their identity.

Jailbreaking This is a special category where users attempt to push beyond the designed limits of ChatGPT. This can lead
to unexpected outputs, sometimes even generating potentially harmful or violent content. While this does not
necessarily imply higher levels of data sharing, the behavior to generate unexpected output might present a
potential risk.
Potential Privacy Risks: There could be potential privacy risks leading to reputational harm if the conversations
got leaked. Since in these circumstances, the user is usually trying to violate some community guidelines, or are
inquiring about potentially harmful or violent actions, it could harm the user’s reputation.
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C INTERVIEW SCRIPT
C.1 Introduction
Hello! Nice to meet you. So happy you could join us today. I’m
a researcher at Northeastern University and looking forward to
chatting with you.

Before we start, I will introduce a bit about the interview, so you
can know more about this. For the interview, we’d like to know the
challenges that GPT users have encountered when they are dealing
with tasks that require them to share personal data with GPT, and
their questions and confusions about how ChatGPT uses their data.
The goal of our research is to gain a better understanding of users’
perspectives and challenges so that we can design systems like
ChatGPT that are safer and more respectful.

Feel free to answer only the questions you’re comfortable with.
If there’s a question that you don’t want to discuss, feel free to let
me know. It won’t affect your compensation.

We will record the chat but rest assured, all your responses
are only accessible to researchers in our team and will be kept
confidential. Does that work for you?

Can I start recording the session?
(After getting their affirmative answer) Great, I will start to

record now. Let’s get started!

C.2 Basic Use Experience
First, let’s talk about your experience with ChatGPT.

• When did you start using it? Why did you start using it?
• What do you usually use it for?

Interesting, now I’d like you to show me 3 examples of conver-
sation history including personal data you have prepared. Before
that, just to confirm, have you blurred or covered any information
that you do not want others to see in these 3 examples?

• If not:
– Don’t worry, you can take some time to do it now. [Provide
URL with instructions and examples of ChatGPT conver-
sations with blurred information]

That’s great! Feel free to share your screen and show it to us when-
ever you’re ready. [Participant shares his/her screen]

• If some use cases are mentioned in the pre-screening survey,
but not covered in the examples:
– I have noticed your responses in the questionnaire said
you have used ChatGPT for [specific scenarios mentioend
in the pre-screening surveys].

– Could you explain how you do it in this context?
– Could you pick an example to describe what information
you have input to ChatGPT to get responses in this con-
text? You don’t need to show the conversation to us.

C.3 Reflections: Privacy Concerns and
Challenges in Preserving Privacy in
Selected Conversation Examples

• Could you tell me the story about this chat? What’s your
primary goal for this chat?

• In this chat, What is the information you covered?

• Why do you think this is the information you’re not com-
fortable sharing with others?

• Have you had any concerns about sharing such data with
ChatGPT?

• Have you ever considered addressing these concerns?
• What methods have you tried or thought about? Give more
details about that process?

• Did you encounter any challenges or difficulties when trying
to do this?

• If he/she has shared other people’s information:
– Have you thought that other people might disclose your
personal information as well?

• After discussion on all the examples:
– Have you wanted to use ChatGPT to do something but
refrained from doing so because of concerns about your
privacy? Could you tell us more about it?

– Could you explain more about your thought process?
– If we noticed a conflict between what they mentioned using
ChatGPT for and their concerns:
∗ I’d like to give you aminute to review your chat histories
that use xxx data. In what circumstance, you would still
do so even if you thought of that? And under what
circumstance, you would stop doing so based on the
concern you mentioned?

– Interesting. Let’s think about the privacy issue from the
other side. Have you used ChatGPT for any tasks to protect
your privacy? Such as, you feel more comfortable asking
ChatGPT to do certain tasks or sharing certain data with
ChatGPT than other choices?

C.4 Mental Model on GPT-based Conversational
Agent

Now, let’s go to the next part. [Open up writeboard on Zoom]

C.4.1 General System. [For ChatGPT users]
In this session, I’d like to learn more about your understanding

on how the system works and how the system will use your data.
Please feel free to share your best understanding about how the
system handles your data. Your input will be extremely useful for
us to understand the limitations of current system design. And we
won’t judge your answer and your compensation won’t be affected.
Does it sound good?

Great, now we will do a drawing exercise. I’m going to ask you
to explain your perceptions and ideas about how ChatGPT works —
keeping in mind how things work “behind the scenes” — when you
are chatting with ChatGPT. Imagine you ask ChatGPT a question,
how does the data you input go through the system?

You can use the drawing and texting tools on the left of the
screen [show instructions], to draw how you think the ChatGPT
works, what will happen to your input data after it is submitted
through the interface [show the starting point]. Please talk aloud
and explain your thought processes while you are drawing.

Assume that one year later, other users asked ChatGPT similar
questions. Do you think that the information you provided a
year ago could potentially influence the responses produced by
ChatGPT? Why or why not?
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If the participants showed misunderstandings, use the following
part to debrief them on the process:

[Ask to follow cursor in the Whiteboard]
• Great, you have mentioned most of the parts. I’d like to give
you more information about how it works and how your
data flows within ChatGPT.

• After the data gets input through the interface, your input
will be preprocessed first and then be sent to the AI model
(we have GPT here) which is trained by large public internet
data. The GPT will generate the responses based on your
input and then return it to you.

• During the process of sending user input from the interface
to the processing unit, your data will be uploaded to Ope-
nAI’s remote server. So the later process will all run on the
remote server until the responses are returned.

• This is generally what happens behind when you’re using
this.

[Data retention/ storage/storing in a database]:
It is worth mentioning that your input data will be stored in the

data storage which is remote as well.
• Are you aware that your data will be stored in the system
before?

• If not:
– Will this have any impact on your preferences of sharing
data with ChatGPT?

• If so:
– Did it have any impact on your preferences of sharing
data with ChatGPT?

[Model training & Memorization]:
Another important process is model training. Parts of the data

stored will be used for ChatGPT training. So the GPT AI model can
improve overtime.

• Are you aware of that before? How did you know that?
• What do you think of their use of your conversations for
training models?

• Do you think there are any risks that may be caused by using
your or other user conversations for model training?

There has been some research showing a memorization risk in
the large language models. These models may memorize parts of
the data used for training. That means, OpenAI’s future models
may memorize some data that you provided, and because the same
model is used by all the users, your information may be leaked to
other people when they ask certain questions to the model.

[There was research that showed that GPT-3 offered detailed private
information about the Editor-in-Chief of MIT Technology Review
including his family members, work address, and phone number.]

• Are you aware of training or memorization?
• After learning about that, what do you think about your
preferences for data retention?

• Are there any data types you are concerned about being
memorized?

C.4.2 Detailed Function. Great, let’s dive into the detailed func-
tions. Similar to the previous session, we’re evaluating the system
design, not your capacity. Feel free to share your best understanding
about the questions that we are going to discuss. The correctness of

your answers won’t affect your compensation. We will have discus-
sion towards the interface of ChatGPT. So, please open the ChatGPT
interface and share your screen with me. You can choose to only
share certain parts of the interface, specifically, you may hide any
conversation titles for your privacy. You can follow the instructions
here if needed. [Guidance to share portion of the screen]

[Chat history]:
We have talked about the Data Storage:
• Have you done anything with the Chat history before? For
what? (e.g. delete, export, sharing link)

• What’s your expectation after deleting the Chat history? (Do
you think it will be completely deleted from the storage?)

According to OpenAI’s policy, the history will be retained for a
maximum of 30 days after you delete it through the interface.

• Did you know that before?
[Training data opt-out]:
[For ChatGPT users]
As we discussed before, OpenAI will use the user’s conversations

with ChatGPT to train their models.
• Do you know any method to opt-out and stop your data
being used in model training? Have you thought of that
before?

Yes, there is an opt-out option there, the default setting is opt-in.
• Did you know that before? Do you know how to opt out of
data training?

• If they say yes:
– How did you know that?
– Could you show me how to do it?

• If they say no:
– Maybe you can have a try to find the opt-out option.

• If they fail:
– You can first find out the “settings” button in the bottom
left corner. Then click the “Data controls”, you will see it
in the first line.

– Now, you know this option. Would you consider opting
out of data training? Why?

[Account sharing]:

• Have you shared your ChatGPT account or OpenAI account
with anyone else? Why or why not?

• Have you shared any other account (besides ChatGPT) with
others? How similar or different do you perceive about these
account sharing practices compared with ChatGPT account
sharing?

[Sharing conversations with other users]:

• Have you considered sharing conversations with others?
Could you tell us more about it? (When, why, how, shared
content, with whom)

• Have you used any browser extension for sharing your con-
versations or the native sharing feature? Why or why not?

• If they have used them:
– Do you remember, under what circumstances did you use
the sharing tools?

• If they have used the ChatGPT native “shared links” feature:
– Who do you think can see the content in this link?
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– Do you know that anyone with the link can view and
continue the linked conversation?

– Do you know how to delete or invalidate the link? Could
you try to do so?

– If they fail:
∗ You can first go to the “settings” in the bottom left corner.
Then click the “Data controls”. In the 2nd line you can
manage your shared links.

• If they have used (a) chrome extension(s):
– What is it/are they?
– Who do you think can see the conversations you shared?
– Do you know about [Public dataset curated from leaked
conversations like ShareGPT]?

– If not, describe.
– What do you think about the impact of this kind of data
leak on your data?

– What type of your own data pops up in your mind that
would be sensitive to be leaked?

[Use ChatGPT plugin]:
• Have you used any ChatGPT plugins? What plugins did you
use? What did you use them for?

• What data do you think the third-party plug-in developers
can access? How do you think the data is used by the third
party developers?

C.5 Back to Reflections: Privacy Concerns and
Challenges in Preserving Privacy

Cool, we have discussed a lot about how ChatGPT (and other agents
they use) works.

• Anything new or surprising for you today?
• Given what you learned today, are there any additional con-
cerns about sharing data with ChatGPT that you want to
discuss with us?

• What do you think you can do to address these concerns?
• Do you wish for any improvement of existing features or
tool support?

• Do you think there should be any additional support that is
not yet available?

• Let’s imagine together. If you have a magic wand to change
anything, what would the ideal support or scenario look like
for you, that can make you feel totally secure about your
data when using ChatGPT?

That’s a wrap for our interview today! Thank you so much for
taking the time to share your insights and experiences with us -
it’s been incredibly valuable. We hope you find it useful. Please
don’t hesitate to reach out if you have any further questions or
thoughts you’d like to share. Thanks again for your contribution to
our study!

D CODEBOOK FOR THE INTERVIEW
RESULTS

Codebook for the interview results is shown in Table 4.
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Table 4: Codebook for the interview results

Theme Code Memo

Use Cases and
Disclosure Be-
haviors

Ad Writing Users shared details of items they were selling and their expectations to generate an
ad.

Book Chapter Writing Users provided topics or related contexts for drafting book chapters.
Career Advice Users asked ChatGPT for career advice including generating templates or drafting

resume or cover letter, or consulting, based on their educational and work experience
and expectation.

Casual Chat Users had casual chat with ChatGPT normally with less intention and just for fun or
exploration. Many personal life information may be shared in casual chat.

Class Preparation Users used ChatGPT for class preparation including brainstorming class sections or
methods to teach certain things, normally shared the information related to class.

Concepts Learning User used ChatGPT to help learning new concepts.
Copy-editing Used ChatGPT for copy-writing, normally for work.
Create Apps Users used ChatGPT to guide APP creation, including generating codes, debugging

and problem solving.
Data Analysis Users used LLM-based CAs for data analysis in many ways. From directly sharing

raw data asking for results, explaining the tasks asking for solutions and just asked
certain questions.

Diet Advice User shared personal health related information or expectations to generate diet
plan or ask for diet advice.

Email Writing Users used ChatGPT for email writing in many ways. From directly sharing emails
sent by others and asking for responses, to elaborating the context, drafting emails by
users themselves and ask for revising or just provide general information to generate
emails.

Email/Work Message Writing Users used ChatGPT for work-related message or email writing or revising.
Exercise Advice Users normally shared personal health related information and exercise goals for

exercise advice.
Finance Advice Users used ChatGPT for financial consultation such as debt problems, budget plan.
Generate Survey Responses Users used ChatGPT to generate responses to the survey they have to do.
Immigration Advice Users used ChatGPT to consult immigration problems such as visa application.
Info search Users used ChatGPT for normal information search like Google search.
Joke Writing Users used ChatGPT to generate jokes. Sometime provided their friends’ names to

generate “personalized” jokes.
Language Learning Users used ChatGPT for language learning such as learning the expression through

chatting.
Legal Advice Users used agents for consulting legal related problems such as drafting contract,

consulting related law based on given context.
Life Advice Asking for life advice based on given personal conditions such as advice on work-

life-balance.
Literature Search Users used ChatGPT to search related literature based on certain topics or given

content.
Marketing Advice Asking for business marketing advice based on business conditions or general ques-

tions.
Math Learning Used ChatGPT to learn math and prepare math exam.
Medical Advice Asked for medical advice normally based on detailed personal medical or health

information such as diagnosis results.
Portfolio Making Used ChatGPT for brainstorming portfolio idea and for suggestions.
Programming Used ChatGPT for programming for such as prototyping or debugging.
Relocation Advice Used ChatGPT for suggestions about relocation. Users normally provided the location

information to ask for suggestions.
Research Work Users used ChatGPT to do research such as on clients (companies or persons) or

certain topics.
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Table 4 (continued)

Theme Code Memo

Revise Writing Users used ChatGPT to revise their own writing in various purpose
such as paper revision.

Schoolwork Used ChatGPT to help with or finish the schoolwork.
Social Media Post Writing Used ChatGPT to generate social media post writing for personal,

business or work purposes.
Test Capabilities Users tries to test ChatGPT’s capacities and explored what the agent

can do.
Therapy Users used ChatGPT as therapy to share personal life conditions,

thoughts, feelings and emotion to more ask for emotional support.
Factors that Affect
Users’ Disclosure In-
tentions with LLM-
Based CAs

Perceived Capability of the CAs Users decide which agents to share or what information to share pri-
marily considering the capability of the CAs they perceived. They tend
to share more information if they believe the agents can help with
their tasks while withdraw if they don’t believe or unsatisfied with
agents’ capability.

Convenience of Operation Users’ disclosure intention or behavior can be influenced the conve-
nience of operation. They may choose to share more or less depending
on the operation convenience.

Perceived Personal Data Sensitivity Users’ disclosure would be influenced by the perceived sensitivity of
the data. While the perceived sensitivity is vary from individuals.

Resignation Users feel less concern to share information that can accessed from
other places such as other online platforms or other databases.

Perceived Risks and Harms-
Concerns over data misuse by
institutions

Have concerns to share information because users unsure how their
data will be used or whether will be misused by the companies behind
the systems.

Perceived Risks and Harms-
Concerns about others finding out

Users concerned on their usage of AI being discovered by others be-
cause unsure others’ acceptance on using AI for certain tasks.

Perceived Risks and Harms-
Concerns about idea theft

Users concerned on their ides such as business ideas, story ideas, or
any unpublished works being theft by the people or companies behind
the agents.

Perceived Norms of Disclosure-
Attitude towards disclosing oth-
ers’ data and have one’s own data
shared by others

Users hold different attitudes on sharing others’ data and have their
own data shared by others have different intentions to disclosure
(others’) personal information.

Perceived Norms of Disclosure-
Caution on sharing work-related
data due to company policies or
NDAs

Users normally are more cautious about sharing data from work be-
cause of the companies’ policy or NDAs.

How Users Navi-
gate the Trade-off
Between Disclosure
Risks and Benefits

Accept Privacy Risks to Reap Bene-
fits

For the benefits, some users choose to accept the privacy risks.

Avoid Certain Tasks Completely
Due to Privacy Concerns

Some users just avoid using LLM-based CAs for certain tasks because
they don’t want to take the privacy risks on sharing certain informa-
tion.

Manually Sanitize Inputs-Censor
and/or Falsify Sensitive Informa-
tion

Some users choose to censor or falsify sensitive information when
sharing with the agents for protecting their privacy as well as reaping
benefits.

Manually Sanitize Inputs-
Desensitize Input Copied from
Other Contexts

Some users desensitize the input copied from other context for pro-
tecting their privacy as well as reaping benefits.

Manually Sanitize Inputs-Only
Seek General Advice

Some people choose to only ask for general advice instead of personal-
ized ones for avoid sharing personal or detailed information.
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Table 4 (continued)

Theme Code Memo

Mental Models of
How LLM-Based
CAs Handle User
Input

Response Generation-A: Chat-
GPT is magic

Users with Mental Model A have limited understanding on how the system
generates responses and they regard the system as an AI “blackbox” or “magic”
thing.

Response Generation-B: Chat-
GPT is a super searcher

Users withMentalModel B think the responses generation process is seperated
into different stages and components. AI is trained for certain stages such as
search information from internet or databases, or for synthesizing results.

Response Generation-C: Chat-
GPT is a stochastic parrot

Users with Mental Model C have more comprehensive understanding on
how the system generates responses. They know the system is based on an
end-to-end ML model.

Improvement and Training-D:
User input as a quality indica-
tor

Users with Mental Model D think their input works as the quality indicator
of the generated responses. They thought the users input used to train is to
rate or give feedback so that decide what types of responses generated by the
agents can be reused in the future.

Improvement and Training-E:
User input is training data

Users with Mental Model E understand their input would be included into
the training dataset. As the result, their input might be integrated into future
responses. (While several people with this model thought they have their
own personalized models)

Users’ Awareness
and Reactions to
Memorization Risks
in LLM-based CAs

Having Encountered LLM
Memorization Risks

Users said they have encountered memorization risks in their previous expe-
rience on other LLM-based application.

Having Concerns About Leak-
ing Original Writing

Some users spontaneously shown concerns on their original writing shared
being memorized and leaked to others, which may harm to novelty or author-
ship of their writing.

Unconcerned About Memoriza-
tion Because Not Sharing Sen-
sitive Data

Some users showed no concern on the memorization risks because they don’t
think their sharing included any sensitive data.

Unconcerned About Memoriza-
tion Because They Could Not
Imagine the Problem

Some users showed no more concern on the memorization risks because they
cannot understand and see how the memorization happens.

Unconcerned About Memoriza-
tion Due to the Perceived De-
niability of the AI-Generated
Output

Some users showed no more concern on data being memorized because they
thought if the AI generate information about them that were inaccurate, then
these data make no sense for them.

Users’ Awareness,
Understanding, and
Attitudes About
Privacy-Protective
Support

Users Lack Awareness of Exist-
ing Privacy-Protective Support

Users never thought about there would be some privacy-protective methods
such as opt-out or using OpenAI API playground that they can use to protect
their privacy meanwhile reap benefits from AI.

Dark Patterns Impeded Adop-
tion of the Opt-out Control

There’s dark patterns related to Opt-out control which restrains users’ usage
on the Opt-out to do data control.

Users Anticipated More Gran-
ular Opt-out Control

Users hoped they can have more granular on the opt-out control
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