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Abstract:
How can we balance the power dynamics 
of AI in favor of everyday Internet users, 
particularly those from populations 
who are disproportionately harmed by 
automated algorithmic surveillance? 
I argue that, when advanced from 
a human-centered perspective, 
"adversarial" machine learning (AML) 
can make way for "subversive" AI (SAI). 
The goal of SAI is to empower end-users 
with usable obfuscation technologies 
that protects the content they share 
online against automated algorithmic 
surveillance without affecting how that 
content is consumed by the intended 
human audience. SAI employs a human-
centered design process that spans 
three-phases of work: (i) modeling 
lived threats; (ii) exploratory co-design; 
and, (iii) implementation with human-
centered evaluations. I outline a research 
agenda for Subversive AI to help orient 
interested researchers and practitioners.

1. Introduction:

Today, AI primarily benefits a few 
powerful institutions—governments, 
financial institutions and big tech— 
while its costs are primarily borne by 
"the people": the masses of individuals 
subject to ubiquitous, expansive and 
impersonal surveillance.
Ubiquitous surveillance is 
everywhere—not just on one's 
phone, or one's web browser, but in 
the home, in the car, on the street. 
Expansive surveillance goes beyond 
the shallow—not just clickstreams 
or which websites one visits, but 
inferences about one's politics, 
sexuality, driving habits, and one's 
influence on one's friends. Impersonal 
surveillance operates at scale—not 

just carried out by a specific human 
analyst on a person of interest, but 
carried out dispassionately on all 
people at all times.
With state-of-the-art computer 
vision, for example, it is possible for 
law enforcement to find the online 
presence of an anti-police brutality 
protestor by using facial recognition 
on photos circulated online [1]. 
With advanced anomaly detection 
algorithms, it is possible for banks to 
construct profiles of what constitutes 
"normal" purchasing behavior for an 
individual [2]. With vocal analysis, it is 
possible for social networking services 
to infer binary gender and mental 
state from a voice clip [3-4]. In short, 
the existing ethos of AI research is to 
construct an automated algorithmic 
surveillance infrastructure in the 
name of enhanced profits, security, 
and even "social good."
The impact of this ubiquitous, 
expansive, and impersonal 
algorithmic surveillance can produce 
widespread chilling effects that 
stifle free expression and exacerbate 
systemic inequities. In the U.S., 
for example, over 60% of internet 

users believe their online activity 
is monitored by the government 
[5]. Moreover, this surveillance 
disproportionately affects historically 
oppressed populations [6]. In China, 
facial recognition has been used 
to track religious minorities and 
protestors [7]. In Russia, NLP has 
been used to censor “objectionable” 
online content, targeting the Russian 
LGBTQ+ community [8]. In the 
U.S., predictive policing is used to 
justify excessive law enforcement 
presence in communities of color [9].
In short, advances in AI, to date, have 
been instrumental in maintaining 
existing power structures. But there 
are alternative trajectories for AI that 
can subvert, rather than enhance, the 
power of surveillance capitalists and 
intelligence agencies.
Consider adversarial machine learning 
(AML)—a field of research which 
examines methods to minimally 
perturb data (e.g., images, audio files) 
in a manner that is nigh imperceptible 
to humans, but can thwart state-of-
the-art machine learning classifiers 
[10]. AML could be used to provide 
people with obfuscation tools 

Figure 1: Subversive AI spans a three-phased human-centered design process that integrates the 
voices of human users that are subject to and concerned about automated algorithmic surveillance.



that allow them to share personal 
data online with reduced fear of 
algorithmic surveillance: e.g., to share 
photos of protestors invisible to face 
detection, but in which humans can 
see protestors' faces clearly.
Brunton and Nissenbaum call 
such obfuscation a "weapon for the 
weak"—used in both nature and 
throughout human history to subvert 
predatory beings and powerful 
institutions [11]. But, that vision is 
not what drives AML research today. 
Indeed, an examination of its lexicon 
is telling. "Adversaries" are parties 
who dare to challenge AI systems; 
attacks are methods adversaries use to 
accomplish their goals; defenses are 
methods to protect AI systems against 
adversarial attacks. This lexicon may 
seem like it has been innocuously 
borrowed from cybersecurity, but 
it is important to be clear about its 
implications: that AI systems—
often developed in partnership 
with or funded by large surveillance 
institutions—are "good" and require 
protection from the "bad" people 
who dare deviate from their learned 
decision boundaries.
When the salient threat model is 
not rogue hacker groups but the 
AI systems and the surveillance 
institutions who employ them, I 
argue that AML techniques are not 
merely adversarial: they have the 
potential to be subversive. But this 
transformation from adversarial to 
subversive requires a human-centered 
approach in which the needs of the 
people are considered and checked 
against the  systems that are produced. 
To that end, I outline a research 
agenda for Subversive AI (SAI)—a 
human-centered enhancement of 
adversarial machine learning to shift 
the power dynamics of AI away from 
surveillance institutions and towards 
the people.

2. Resarch Agenda for SAI:

SAI can be thought of as a natural 
extension of efforts in Human-
centered AI (HAI) as applied to 
adversarial machine learning (AML). 
Riedl defines HAI as "a perspective 
on AI and ML that intelligent systems 
must be designed with awareness 
that they are part of a larger system 
consisting of human stake-holders." 
[12]  SAI, then, can be distinguished 
from research in adversarial machine 
learning in its application of a human-
centered design process to drive 
the development of people-facing 
obfuscation tools that are adversarial 
to algorithmic surveillance.
SAI has three goals: technical, social 
and ethical. The technical goal of 
SAI is to create obfuscation filters 
that people can apply to the content 
they share online in a way that 
minimizes the differences in how that 
content is consumed by intended 
human audiences but that thwarts 
algorithmic surveillance in reliable 
ways. To accomplish this goal, I 
envision adapting black-box evasion 
and poisoning attacks in adversarial 
machine learning (e.g., projected 
gradient descent [13]) so that they 
may be applied to use-cases and threat 
models derived from real end-users.
The social goal of SAI is to empower 
people, particularly those from 
communities who disproportionately 
bear the negative effects of algorithmic 
surveillance (e.g., LGBTQ+ activists 
[8] and religious minorities [14]), to 
use online services to mobilize their 
communities and share their voices 
with reduced fear of algorithmic 
surveillance and content moderation. 
To accomplish this goal, we must 
employ a human-centered design 
process with diverse stakeholder 
groups and evaluate our designs  
directly with these stakeholders.
Finally, the ethical goal of SAI is 

to reduce the power imbalance of 
machine learning in which large 
corporate and civil institutions reap 
the benefits of advances in artificial 
intelligence at the expense of the 
privacy of individual end-users. 
To accomplish this goal, it will be 
necessary to move beyond theory 
and contained applications—the 
focus must be on creating deployable 
obfuscation tools and conducting 
robustness evaluations against AI 
systems actually used to de-identify 
and profile user-generated content.
2.1 Threat Model

The broad threat that subversive AI 
attempts to address is automated 
algorithmic surveillance: the 
computational processing and 
transformation of large datasets into 
sensitive outputs, inferences and 
predictions about individuals, often 
invisibly and without consent [15-
16]. Importantly, the automated 
qualifier refers to surveillance in 
which there is no human analyst in-
the-loop who is on the lookout for a 
specific individual: SAI obfuscation 
tools are meant to confuse algorithms, 
but keep content legible for humans. 
This attribute allows for legitimate 
law enforcement or national security 
efforts — those in search of specific 
persons with a warrant, for example 
— to continue, even if more slowly.
One concern is that SAI may only be 
ephemerally effective—obfuscation 
strategies that work now may be 
broken later. This is a general concern 
for all secure systems since security 
claims are unfalsifiable [17]—i.e., 
security cannot be guaranteed given 
future advances. As such, SAI should 
not be thought of as a panacea for 
automated algorithmic surveillance. 
Rather, it is one tool within a broader 
suite of tools to protect against 
automated algorithmic surveillance 
more completely (e.g., end-to-



end encryption, onion routing, 
VPNs). Nevertheless, even with SAI, 
individuals must exercise judgement 
in deciding what level of risk they 
are willing to tolerate with sharing 
content online and what protections 
provide sufficient relief against those 
risks. At the very least, sharing content 
with SAI protections should raise 
the costs of automated algorithmic 
surveillance, making it less appealing 
and/or profitable to do en masse.
2.2 Human-Centered Design Process

Given a context in which people 
are concerned about algorithmic 
surveillance on the content they 
might share online (e.g., photos of 
protesters; anonymously authored 
texts), the goal of SAI is to produce 
obfuscation tools that allow intended 
human audiences to consume shared 
content undeterred while preventing 
AI from automatically inferring 
sensitive, identifiable information 
(e.g., faces, interests, attributes). 
Accordingly, fundamental to 
Subversive AI is a human-centered 
design process that spans three-
phases of work: (i) lived threat 
modeling with relevant stakeholder 
groups; (ii) exploratory co-design 
workshops, specifically seeking out 
and including marginalized voices; 
and, (iii) implementation with 
human-centered evaluations.
2.2.1 Modeling lived threats

All too often, formal and rigid 
threat models map poorly onto lived 
experiences of threat. Since a core 
goal of subversive AI is to create 
usable obfuscation technologies that 
help real people curb real threats of 
automated algorithmic surveillance, 
we must first understand the threat as 
perceived and experienced by affected 
populations.
To do so, it is imperative to employ 
mixed-methods formative studies 

with a diverse range of end-users 
who must regularly share sensitive, 
identifiable information (SII) online 
—e.g., activists who share images 
of protests, whistleblowers who 
share anonymous texts, journalists 
from historically marginalized 
communities. The specific methods 
employed can include, for example, 
semi-structured interviews to obtain 
broad understanding of threat and 
context for relevant stakeholders; 
scenario-based design prompts to 
funnel participants attention to 
worst-case hypotheticals; and, diary 
studies in order to obtain in situ 
information about perceived threats.
The analysis goals of this phase of 
research are three-fold: (i) to typify 
the algorithmic surveillance threat 
models varied stakeholders harbor 
in sharing SI content; (ii) to describe 
behavioral responses to these threat 
models; and, (iii) to highlight how 
various aspects of identity and 
content intersect with threat models 
and behavioral responses.
2.2.2 Participatory co-design workshops

The next phase of research should 
include exploratory co-design 
workshops, using the results from 
the formative studies to scaffold the 
explorations. Co-design, which has its 
roots in Scandinavian participatory 
design, is the act of designing with 
stakeholders by engaging them in a 
dialog around the types and form of 
the desired solution [18]. Co-design 
can help ensure that an implemented 
solution closely matches what 
stakeholders need.
Using the lived threat models 
uncovered in the first phase of 
research to guide design explorations, 
researchers should construct "seed" 
scenarios describing a character from 
a stakeholder group, the SII they 
would like to share, and the threats 
about which they are concerned. 

Participant groups should, in turn, 
collectively ideate design constraints 
and obfuscation solutions. Note 
that co- and participatory design 
works when relevant stakeholders 
are present in the design process; 
thus, a key gooal of these co-design 
workshops should be recruiting 
diverse and marginalized  voices.
Researchers should then use their 
domain expertise to convert the 
generated ideas and the discussion 
around those ideaas to produce 
prescriptive design recommendations 
for SAI filters and tools.
2.2.3 Implementation & Evaluation

Only after needs-finding in phase 
I and co-design in phase II should 
researchers begin implementation of 
a SAI tool, starting from techniques 
in AML. While a full review of AML 
techniques is out-of-scope for this 
short treatise, adversarial techniques 
generate or perturb inputs to ML 
systems that force those systems to 
produce erroneous outputs [10,13].
There are three types of AML attacks 
[10,19]: evasion attacks, in which an 
attacker perturbs inputs to confuse 
trained models in a manner that is 
nearly imperceptible to humans (e.g., 
changing an image that a person would 
recognize as a bird to be misclassified 
as something else); poisoning attacks, 
in which an attacker contaminates 
the data on which a model is trained; 
and, exploratory attacks, in which 
an attacker attempts to reconstruct 
an unknown model. Within evasion 
attacks, there are white-box attacks, 
in which an attacker knows the 
underlying model being used, and 
black-box attacks, in which an attacker 
does not know the underlying model 
being used [19]. 
The broad approach I envision for 
SAI is an evasion attack. Black-
box evasion attacks can sometimes 



be effective because of adversarial 
sample transferability [20]: i.e., the 
observation that adversarial samples 
produced to work against a simple 
model can work against more 
sophisticated models for the same task. 
This allows attackers to train a local 
substitution model that approximates 
the black-box model and create 
adversarial samples that work against 
this model using any white-box attack 
(e.g., projected gradient descent 
[13]). Moreover, model inversion 
attacks can approximate production 
models with carefully constructed 
inputs [21], making it possible to 
create local substitution models that 
are effectively white boxes. While 
many defensive techniques have 
been proposed to make models more 
robust (e.g., distillation, compression, 
adversarial training) [10,13,19], none 
work on all classes of attacks [10]. 
Finally, it is not enough to implement 
a subversive defense and test only its 
technical effectiveness in toy use cases 
on existing datasets. The developed 
models must be evaluated against 
the needs of the human users who 
motivated its development.
The gold standard would be to 
implement a working prototype that 
these human users could test in a field 
deployment—but care must be taken 
to first ensure the robustness of the 
SAI system through lab evaluations. 
It is of critical importance to recruit a 
diverse range of users in these initial 
evaluations, particularly those who are 
most affected by the identified threats. 
A mixed methods approach would be 
ideal: using qualitative methodologies 
to extract rich experiential data, and 
quantative methodologies on data 
collected telemetrically, with consent. 
3. Conclusion:

Today, there are significant 
asymmetries in who benefits from 
advances in AI and who bears the 

costs.  Scholars in science and 
technology studies (STS) have been 
steadfast in their critiques of AI for 
that reason. For example, Zeynep 
Tufecki argued: "We're building a 
dystopia just to get people to click on 
ads." [22] Shoshanna Zuboff argued 
that advances in AI have given way to 
a new era of "surveillance capitalism" 
in which the prime invective of 
powerful data institutions is to collect 
and exploit a surplus of personal, 
behavioral data [16]. Beyond these 
top-level concerns, scholars like 
Simone Brown [6] have demonstrated 
how the negative effects of surveillance 
disproportionately affect people of 
color, especially Black people. 
But AI need not have only one story. 
To that end, I have outlined a research 
agenda for Subversive AI: a human-
centered enhancement of adversarial 
machine learning to shift power away 
from surveillance institutions and 
towards the people. It will not be 
easy—the powers that be have more 
resources, a significant head start, and 
can veil their problematic advances 
under the guise of "social good" [23]. 
Yet, we must resist.
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